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Recenzja rozprawy doktorskiej mgr. Macieja MROZA nt. ,Morality of Artificial
Agents” (,Moralnos¢ sztucznych agentow”), s. 171, wykonanej pod kierunkiem prof. dr.
hab. Krzysztofa Stachewicza w dziedzinie nauk teologicznych, w dyscyplinie nauki
teologiczne na Wydziale Teologicznym Uniwersytetu im. Adama Mickiewicza
w Poznaniu w 2025 r.

Niniejsza recenzje przedktadam w odpowiedzi na uchwate nr 207/RD_NT/WT/2025 Rady
Naukowej Dyscypliny nauki teologiczne Uniwersytetu im. Adama Mickiewicza
w Poznaniu z dnia 20 pazdziernika 2025, na mocy ktdrej zostalem wyznaczony na
recenzenta rozprawy doktorskiej Pana mgr. Macieja MROZA, pt. ,Morality of Artificial
Agents”, przygotowanej pod kierunkiem prof. dr. hab. Krzysztofa Stachewicza.

Uwagi wstepne

Wedlug raportu IDEAS NCBR ,Zatrzymac najlepszych - trendy w ksztalceniu
w obszarze Al na poziomie doktoranckim”, pod redakcja dr Grazyny Zebrowskiej,
przygotowanego we wspotpracy z Osrodkiem Przetwarzania Informacji — Paristwowym
Instytutem Badawczym, od roku 2020 do potowy 2023 obroniono w Polsce 207
doktoratow zwiazanych z problematyka sztucznej inteligencji w dyscyplinach
informatycznych i pokrewnych. Oznacza to $rednio ok. 50 doktoratéw rocznie w obszarze
Al sposrod 4,7 tys. ogolem obronionych doktoratow. Wigkszos¢ prac dotyczyla
technicznych aspektow sztucznej inteligencji. Z publicznie dostepnych raportéw nie
wynika, ile prac doktorskich poruszalo etyczne aspekty sztucznej inteligencji
i autonomicznych agentéw. Niestety nie ma potwierdzonych statystyk, ile z tych prac
poruszato zagadnienia z obszaru etyki sztucznej inteligencji (Al Ethics). Stwierdzony stan
rzeczy pozwala wysuna¢ przypuszczenie, ze rozprawa doktorska mgr. Macieja Mroza

najprawdopodobniej jest jedng z pierwszych tego rodzaju prac w Polsce. Oznacza to, ze
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wypelnia ona istotng luke w rodzimych badaniach naukowych nad sztuczna inteligencja,
prowadzonych z pozycji etycznych.

Poniewaz recenzowana praca zostala wykonana w dziedzinie nauk teologicznych,
w dyscyplinie nauki teologiczne, usitowalem sprawdzi¢, czy oraz ewentualnie ile i jakie
rozprawy w tym obszarze powstaly w Polsce. Niestety z uwagi na to, ze repozytoria
uczelniane w Polsce sa rozproszone — nie ma jednej centralnej bazy doktoratow
z precyzyjnymi tematami, a takze w zwiazku z tym, ze doktoraty tego rodzaju maja
charakter interdyscyplinarny, co powoduje, Ze prace faczace teologie i Al czesto formalnie
klasyfikowane sa w ramach szerokich dyscyplin (takich, jak etyka, filozofia czy nauki
spoleczne), a nie wyraznie jako ,teologia sztucznej inteligencji”, nie bylem w stanie
ustalié, czy istnieja podobne do dysertacji mgr. Mroza rozprawy. Mimo to, sadzac po
ogolnej liczbie prac doktorskich w Polsce, poruszajacych problematyke sztucznej
inteligencji, oraz biorac pod wzglad wciaz nieliczne publikacje naukowe w Polsce,
ktorych autorzy podejmuja te problematyke, osadzajac ja w kontekscie etycznym, mozna
stwierdzi¢, ze dysertacja mgr. Mroza nalezy do pionierskich osiagnie¢ naukowych.

O ile w teoretycznych opracowaniach miedzynarodowych etyka sztucznej
inteligencji ma dobrze rozpoznane podzialy sekcyjne: etyka techniczna, nazywana etyka
maszynowa lub komputacyjng, etyka stosowana, etyka odpowiedzialnosci, etyka
regulacyjna, etyka spoleczna, metaetyka Al, to w DPolsce obserwowalne tendengje
badawcze wskazuja na pewne dominujace obszary oraz inne, jeszcze slabiej
reprezentowane. Na podstawie przegladu polskich publikacji i przedsiewziec
naukowych mozna wyrdzni¢ nastepujace dominujace typy etyki Al w Polsce oraz te,
ktdre sa rzadziej poruszane. Sa to: etyka praktycznych zastosowan Al, etyka regulacyjna
i prawna oraz etyka spoleczno-kulturowa. Stosunkowo rzadko reprezentowane sa
w Polsce nastepujace obszary badan w zakresie etyki sztucznej inteligencji: etyka
sztucznych agentow moralnych (machine ethics), metaetyka Al i ontologiczne aspekty
dzialania Al, etyka projektowania Al (ethics by design, value-sensitive design).

Z satysfakcja odnotowuje, ze praca doktorska mgr. Macieja Mroza w sposob
kompleksowy porusza bez mala wszystkie wyszczegdlnione aspekty etyki sztucznej

inteligencji. Czyni to w sposéb kompetentny, przejrzysty, spojny i konkluzywny.

Analiza celdw, struktury oraz metod zastosowanych w pracy
Cel badawczy

Przedstawiony we wprowadzeniu (s. 6) cel pracy zostal enigmatycznie okreslony jako
,wniesienie wkladu do dyskursu naukowego w obszarze etyki Al, przy zachowaniu

perspektywy teologicznej”. Nalezaloby w tym miejscu wyjasni¢, jaki konkretnie wktad
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recenzowana praca wnosi do dziedziny etyki sztucznej inteligengji, jak rowniez, jak
pojmuje si¢ w niej te dziedzine. Owszem, w dalszych partiach pracy jest mowa o tym,
jakie etyka sztucznej inteligencji przyjmuje urzeczywistnienia w literaturze naukowej.
Trudno jednak stwierdzié, czy doktorant opowiada sie za zbiorczym rozumieniem tej
etyki, czy tez wyraznie orientuje si¢ na okreslony jej aspekt. Na podstawie tego doktoratu
da sie¢ dosc¢ precyzyjnie okresli¢, jaki rodzaj etyki Al jest w nim dyskutowany, mimo ze
nie zostal on nazwany w nim wprost jednym terminem. Co wigcej, mozna réwniez
wskazaé, jakich rodzajow etyki Al doktorant swiadomie unika lub marginalizuje.
Syntetycznie rzecz biorac, z doktoratu nie wynika, aby autor zaglebiat sie¢ — co nie znaczy,
ze zupelnie pomija — w takie rejony etyki sztucznej inteligengji, jak etyka regulacyjna
(governance Al) — przedstawiane dokumenty omawiane sa deskryptywnie, a nie
normatywnie ani projektowo; etyka stosowana, oparta na metodzie case-based reasoning
(brak jest w pracy analizy konkretnych zastosowan AI Ethics w tak newralgicznych
obszarach, jak medycyna, policing czy Human Resources; brak jest poglebionych studiow
przypadkow, cho¢ konkretne wskazania na takowe, rzecz jasna, wystepuja; czy
rozszerzajacej dyskusji konfliktow norm i rozwigzan praktycznych);, etyka
odpowiedzialnosci systemowej (accountability ethics) — zagadnienia odpowiedzialnosci
prawnej, organizacyjnej, korporacyjnej wydaja sie w pracy swiadomie pomiete. Z uwagi
jednak na wyraznie filozoficzny charakter pracy jest to akurat krok w dobra strone.
Poczyniona uwaga jest o tyle istotna, Ze to wlasnie te przestrzenie tematyczne etyki
sztucznej inteligencji dominuja dzis w Polsce, tym czasem — dodatbym: na szczescie —
rozprawa mgr. Mroza podaza inna, wlasng droga. Jaka to droga? Jest trzon stanowi
perspektywa metaetyczna i ontologiczna etyka sztucznej inteligencji, skoncentrowana na
problemie moralnej sprawczosci (moral agency). Mamy tu wiec do czynienia z doktoratem
z obszaru Ethics of Artificial Moral Agency (etyki sztucznej moralnej sprawczosci).
Centralnym pytaniem pracy o fundamentalnym znaczeniu dla tej dziedziny wiedzy jest
kwestia: czy i w jakim sensie sztuczne systemy moga by¢ w sposob uzasadniony
kwalifikowane jako moralne podmioty. Tak okreslony przedmiot dociekan lokuje
rozprawe jednoznacznie w nurcie machine ethics (w sensie filozoficznym, nie
inzynieryjnym). Nie chodzi w niej jednak o wskazanie gotowych rozwiazan w zakresie
preskrypcjii norm etycznych, okreslajacych normatywne ramy dla funkcjonowania
sztucznych agentow, ich projektowania i zastosowan. Praca doktorska mgr. Mroza jest do
imentu filozoficzna, a przy tym solidnie osadzona w miedzynarodowej,
interdyscyplinarnej, gtownie anglojezycznej (co oczywiste, zwazywszy na ledwie
raczkujace w Polsce badania i publikacje dotyczace sztucznej inteligengji), literaturze
naukowej. Doktorant unika z jednej strony pulapki nadmiernego uteoretyzowania,

ocierajacego sie¢ o sofistyczne przeintelektualizowanie podejmowanego tematu,
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a z drugiej nadmiernego przecigzenia pracy technikaliami. Szczesliwie doktorant
wystrzega sie¢ kroczenia droga, znana chocby z bioetyki czy psychologii moralnosci, na
ktorych  spoczywaja niezmiennie dwa podstawowe zarzuty: nadmiernego
przeintelektualizowania w jednym przypadku oraz nadmiernej medykalizacji dyskursu
w drugim. Doktorat mgr. Macieja Mroza dotyka zasadniczej filozoficznej kwestii, ktorej
doniostos¢ przeklada sig, jako zZywo, na rozstrzygniecia natury normatywnej,
proceduralnej, projektowej, praktycznej, spolecznej, politycznej i gospodarczej. Otz
Maciej Mroz dazy w swojej pracy przede wszystkim do ustalenia tego, jakie sa warunki
mozliwosci uzasadnionego naukowo przypisania sztucznej inteligencji podmiotowosci
i sprawczosci moralnej.

Skoro jednak o etyce mowa, to zachodzi zrazu pytanie: w jakim znaczeniu
doktorant operuje w swojej pracy terminem ‘etyka’? Czy traktuje go jako rownowazny
uzytemu w tytule rozprawy terminowi ‘moralnos¢’? Jakie jest uzasadnienie dla literalnie
zrozumiatego, acz arbitralnie sformutowanego stwierdzenia, ze [k]ontekst sztucznej
inteligencji wymaga podejscia wielodyscyplinowego? Na czym doktorant opiera
przekonanie, ze wlasnie takie podejscie pozwoli okielzna¢ ,terminologiczna
niestabilnos¢” i ,rozbiezne sposoby uzycia kluczowych” dla dyskursu naukowego
dotyczacego Al terminow? Otdz wydaje mi sig, ze w tej materii jest zgota odwrotnie.
Multidyscyplinaryzacja tego dyskursu predzej wzmacnia tendencje do zaciemniania
i destabilizacji dyskursu naukowego, niz ja ogranicza. Interesujaca bylaby réwniez
odpowiedZ na pytanie, dlaczego doktorant problematyke etyki AI usiluje koniecznie
,0sadzi¢ w perspektywie teologicznej’? Czy to jedynie zabieg formalny, czy tez
doktorant jest moze zdania, ze dopiero teologia pozwala skutecznie i sensownie wyjasnic,
uzasadnic lub rozstrzygnac rozbieznosci i aporie, napotykane na gruncie etyki sztucznej
inteligencji? Podany na 8. stronie pracy przez doktoranta argument, ze ,sztuczna
inteligencja staje si¢ przedmiotem coraz wigkszego zainteresowania teologii”, jest trafny
i na swdj sposdb przekonujacy. Czy jednak jest on wystarczajacy do uzasadnienia
zaprzezenia perspektywy teologicznej do tematu na wskro$ filozoficznego? Znacznie
bardziej przekonujaca, w tym aspekcie, racja, jest stwierdzenie, ze cho¢ Al nie jest obecnie
identyfikowane wprost jako locus theologicus, to jednak jako zjawisko kulturowo-
techniczne sztuczna inteligencja moze by¢ i w coraz wigekszym stopniu staje si¢ waznym
przedmiotem refleksji teologicznej w ramach loci theologici zwiazanych z kultura

i antropologia.
Struktura pracy

Rozprawa doktorska Macieja Mroza posiada klarowna, logicznie uporzadkowana

i uzasadniong metodologicznie strukture, podporzadkowana gtéwnemu problemowi
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badawczemu, ktérym jest mozliwos¢ przypisania sztucznej inteligengji statusu podmiotu
moralnego oraz uzasadnienie sensownosci atrybugji pojecia moralnosci do sztucznych
agentow, realizujacych ,inteligentne” zadania.

Praca sklada si¢ ze wstepu, czterech rozdzialdéw merytorycznych oraz
zakonczenia. Catosci dopetnia obszerne, zorientowane interdyscyplinarnie i nader
aktualne, gdyz siegajace pozycji nawet z roku 2025, zestawienie bibliograficzne. Uktad
rozprawy ma charakter problemowo-systematyczny, a nie historyczno-autorski, co
odpowiada deklarowanej w niej metodologii badawcze;j.

We Wstepie autor precyzyjnie nakresla kontekst badawczy, sytuujac problematyke
sztucznej inteligencji na styku filozofii, etyki i teologii, oraz formuluje cele pracy.
Zarysowana zostaje perspektywa metodologiczna, obejmujaca analize krytyczna
wspolczesnych debat nad Al machine ethics oraz Artificial Moral Agents, przy
jednoczesnym zachowaniu antropologicznego i teologicznego horyzontu refleksji. Wstep
zawiera: uzasadnienie wyboru tematu, okreslenie zakresu pracy, wyjasnienie przyjetych
metod badawczych oraz zastrzezenia dotyczace granic prowadzonych analiz (np.
marginalizacja zagadnienl prawnych i regulacyjnych).

Rozdzial pierwszy (zatytutowany ,Navigating the Complex Mosaic of Artificial
Intelligence” — ,Poruszanie si¢ po zlozonej mozaice sztucznej inteligencji”) ma charakter
wprowadzajaco-porzadkujacy. Doktorant rekonstruuje w nim podstawowe sposoby
definiowania sztucznej inteligencji, ukazujac ich historyczne, techniczne i filozoficzne
uwarunkowania. Omawiane sa tu zaréwno klasyczne ujecia Alana Turinga, Stuarta
Russella i Petera Norviga, jak i wspodiczesne perspektywy (AGI — Artificial General
Intelligence [Ogdlna Sztuczna Inteligencja], LLM — Large Language Model [Duzy Model
Jezykowy], krytyka ,stochastycznych papug” oraz ujecia regulacyjne i spoteczno-
techniczne. Celem rozdziatu jest precyzacja i ustabilizowanie aparatu pojeciowego,
ukazanie wieloznacznosci terminu ,, Al” oraz przygotowanie gruntu pod dalsza analize
problemu sprawczosci i moralnosci. Rozdziat ten nie zawiera jeszcze wlasnych
rozstrzygnie¢ normatywnych doktoranta. Pelni on jednak wazna role konceptualnego
zaplecza dla dalszych wywoddw i rozwiniec.

Rozdzial drugi dotyczy filozoficznych podstaw i wspodtczesnych debat toczonych
wokot zagadnienia sztucznej sprawczosci (Artificial Agency). Stanowi on kluczowe
ogniwo teoretyczne rozprawy. Doktorant przechodzi w nim od pojecia inteligengji do
pojecia sprawczosci, rekonstruujac klasyczne i wspodtczesne filozoficzne koncepgje
sprawczosci, zarowno w odniesieniu do podmiotéw ludzkich, jak i systemdw sztucznych.
W rozdziale tym omodwione zostaja m.in. definicyjne kryteria pojecia sprawczosci;
zagadnienie stopniowalnosci i progdéw sprawczosci; relacje miedzy sprawczoscia,

osobowoscig i odpowiedzialno$cia, a takze pojecia patiency (bycia podmiotem moralnego
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traktowania, czyli odbiorca dziatan moralnych) i podatnosci na krzywde. Rozdziat ten
ma zasadniczy charakter dla catej rozprawy, poniewaz wprowadzone w nim zostaja
kryteria, ktore w dalszej czeSci pracy znajduja zastosowanie do oceny mozliwosci
istnienia sztucznych podmiotéw moralnych.

Rozdziat trzeci, pt. ,Machine Ethics and Artificial Moral Agents (,Etyka maszyn
i sztuczne podmioty moralne”) ma charakter systematycznej rekonstrukcji debaty,
toczonej w kregach naukowych, nad etyka maszyn. Doktorant omawia w nim gltéwne
stanowiska dotyczace projektowania sztucznych agentow moralnych, w tym klasyfikacje
Artificial Moral Agents, podejscia top-down (odgodrne), bottom-up (oddolne) i hybrydowe,
problem testow moralnych (np. moral Turing test), spor miedzy zwolennikami i krytykami
budowy Artificial Moral Agents (sztucznych agentow moralnych), paradygmat value
alignment (wspotmiernosci implementowanych do systemow Al wartosci z warto$ciami
ludzkimi) oraz problem kontroli sztucznej inteligencji. Rozdzial ten ma charakter
wyraznie deskryptywno-analityczny, ale zawiera takze elementy krytyczne, ktore
zapowiadaja rozstrzygniecia przedstawione w kolejnym, ostatnim juz rozdziale
rozprawy. Przyjmuje on posta¢ mapy stanowisk, umozliwiajacej osadzenie wiasnych tez
i rozstrzygniec¢ doktoranta posrod istniejacej literatury naukowej.

Niezwykle interesujacy rozdziat czwarty mierzy si¢ z arcywaznym pytaniem: ,, Can
Morality Be Computed?” (,Czy moralnos¢ daje si¢ zalgorytmizowac?”). Rozdziat ten ma
charakter syntetyczny i krytyczny. Stanowi on zasadnicze miejsce formutowania przez
doktoranta zrebow jego wlasnego stanowiska. Przedmiotem analizy sa tutaj dylematy
zwigzane z mozliwoscia redukci moralnosci do procesow obliczeniowych oraz
adekwatnos¢ modeli funkcjonalistycznych w opisie aktu moralnego. W rozdziale tym
doktorant konfrontuje podejscia redukcjonistyczne z ujeciami nieredukcyjnymi;
rozpatruje LLM - Large Language Model [Duze Modele Jezykowe] w kategoriach
,skompresowanych modeli swiata”; wprowadza pojecie kreatywnego charakteru aktu
moralnego oraz wskazuje na fundamentalne ograniczenia projektow etyki maszyn.
Rozdzial ten stanowi nader kompetentne i z powodzeniem zrealizowane argumentacyjne
zwieniczenie pracy.

W Zakoriczeniu doktorant syntetyzuje wyniki przeprowadzonych analiz, wskazujac
na ich konsekwencje dla mozliwych kierunkow i efektoéw dalszej debaty naukowej nad
moralna sprawczoscig Al, etyka sztucznej inteligencji oraz szerszym kontekstem techno-
spotecznym i antropologicznym. Zakonczenie, co oczywiste, nie wprowadza nowych

watkdéw, lecz porzadkuje ustalenia i wskazuje mozliwe kierunki dalszych badan.
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Metodologia pracy

W pracy zastosowano metody stricte filozoficzne, uzupelnione analiza technicznego
i etycznego dyskursu Al Doktorant nie prowadzi ani nie sprawozdaje wlasnych badan
empirycznych ani eksperymentow, tylko prace analityczno-krytyczna. Zestaw metod
wykorzystywanych w rozprawie zostal jasno zarysowany we Wstepie. Najwazniejsze
z nich to: metoda egzegetyczna (rekonstrukcyjna), metoda krytyczna (dominujaca
zwlaszcza w rozdziatach 3 i 4), konsekwentnie stosowana w catej pracy metoda analizy
pojeciowej, metoda porownawcza, elementy metody fenomenologicznej, metoda

hermeneutyczna i analiza Zrodel oraz metoda syntetyczna.

Jezyk dysertacji oraz walory warsztatowe

Szata jezykowa rozprawy doktorskiej Macieja Mroza odznacza si¢ wysokim poziomem
komunikatywnosci, poprawnosci i precyzji sformulowan oraz godnej podkreslenia
dojrzatosci akademickiej. Doktorant sprawnie postuguje sie klarownym, dobrze
zorganizowanym stylem naukowym, adekwatnym do charakteru pracy filozoficzno-
teologicznej, podejmujacej zagadnienia z pogranicza etyki, filozofii techniki oraz teorii
sztucznej inteligencji. Wywod prowadzony jest z zelazng konsekwencja, w sposob
logiczny oraz z zachowaniem nalezytej dyscypliny terminologiczne;j.

Na szczegolne podkreslenie zastuguje fakt, ze dysertacja zostata napisana w jezyku
angielskim na poziomie w pelni odpowiadajacym standardom miedzynarodowego
dyskursu akademickiego. Doktorant swobodnie i rzetelnie postuguje si¢ specjalistycznym
sfownictwem zaréwno z zakresu filozoficznej etyki, jak i wspdlczesnych badan nad
sztuczna inteligencja. Terminologie naukowa stosuje w sposdb transparentny,
uzasadniony i konsekwentny. Ewentualne wieloznacznosci poje¢ (takich, jak np.
,warto$¢”, ,sprawczos¢”, ,inteligencja”, ,autonomia”) sa w pracy explicite
problematyzowane i objasniane, co $wiadczy o wysokiej swiadomosci metodologicznej
doktoranta.

Styl narracji mozna okresli¢ jako analityczno-argumentacyjny, pozbawiony
zbednej emfazy czy publicystycznych uproszczen. Doktorant unika potocznosci oraz
metnych metafor, a jednoczesnie zachowuje czytelnos¢ i przejrzystos¢ wywodu, co jest
szczegolnie istotne w pracy obejmujacej zagadnienia interdyscyplinarne. Struktura zdan
jest zréwnowazona, a argumentacja rozwijana jest stopniowo, z wyraznym
rozroznieniem miedzy rekonstrukcja cudzych stanowisk a ich autorska ocena.

Pod wzgledem warsztatowym rozprawa prezentuje bardzo wysoki poziom

naukowy. Doktorant wykazuje si¢ doskonala orientacja w literaturze przedmiotu,




Recenzja rozprawy doktorskiej mgr. Macieja MROZA: ,Morality of Artificial Intelligence” -
- dr hab. Piotr DOMERACK], prof. UMK

obejmujacej zarowno klasyczne teksty filozoficzne, jak i najnowsze publikacje z zakresu
etyki sztucznej inteligencji, etyki maszyn oraz badan nad sztucznymi agentami
moralnymi. Dobor zZrodel jest trafny, aktualny i funkcjonalnie podporzadkowany
problematyce pracy. Co istotne, autor nie poprzestaje jedynie na referowaniu stanowisk,
lecz poddaje je krytycznej analizie, ujawniajac ich zalozenia filozoficzne, ograniczenia
oraz konsekwengje.

Aparat naukowy pracy zostal opracowany z nalezyta starannoscia. Przypisy sa
uzywane w sposob adekwatny, nienadmierny, a jednoczesnie wystarczajacy do
precyzyjnego dokumentowania Zrodel i prowadzenia twdrczego dialogu z istniejaca
literatura naukowa w dyskutowanym przedmiocie. Bibliografia jest pokazna,
uporzadkowana i obejmujaca kluczowe pozycje z omawianego obszaru badawczego,
w tym prace autoréow uznawanych za lideréw wspodtczesnej debaty naukowej nad etyka
sztucznej inteligencji (m.in. Nick Bostrom, Stuart Jonathan Russell, Luciano Floridi, Mark
Coeckelbergh, Joanna Joy Bryson, Kate Crawford).

Na uznanie zastuguje réwniez popisowa umiejetnos¢ doktoranta w zakresie
krytycznej syntezy ogromnie rozpietego i zroznicowanego materiatu badawczego. Mgr
Mréz nie gubi sie w rozleglej literaturze przedmiotu ani nie popada
w encyklopedyczno$é, lecz zachowuje wyrazng linie¢ problemowa, podporzadkowujac
analizowane koncepcje zasadniczemu pytaniu o mozliwos¢ i sens przypisywania
sztucznej inteligencji, w tym zwlaszcza sztucznym sieciom neuronowym, moralnej
sprawczosci. Swiadczy to niewatpliwie o jego wysokiej kulturze metodologicznej,
biegtosci i fachowosci w podejmowanej problematyce oraz nieczestej wéréd mtodych
badaczy dojrzalosci naukowe;j.

Podsumowujac, jezyk dysertacji oraz jej walory warsztatowe nalezy oceni¢ bardzo
wysoko. Rozprawa spelnia — a miejscami wyraznie przekracza — standardy stawiane
pracom doktorskim w dyscyplinie nauk teologicznych i filozoficznych. Doktorant
wykazuje zaawansowana kompetencje w obszarze prowadzenia samodzielnych badan
naukowych, postugiwania si¢ aparatem pojeciowym oraz krytycznej pracy z literaturg

przedmiotu.
Merytoryczna wartos¢ rozprawy

Sama w sobie oraz na tle licznych znanych mi rozpraw doktorskich recenzowana praca
przedstawia szczegolnie wysoka warto$¢ merytoryczna. Przejawia si¢ ona na kilku
poziomach. Po pierwsze, praca stanowi bodaj pierwsze tego rodzaju, kompetentne
i poglebione opracowanie jednego z kluczowych problemow wspotczesnej etyki

sztucznej inteligencji, jakim jest pytanie o mozliwos¢, sens i konsekwencje przypisywania
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systemom Al statusu moralnych agentéw. Doktorant wykazuje ekspercka znajomosc¢
aktualnego stanu badan oraz gtéwnych osi sporow, toczacych sie w tej dziedzinie.

Po drugie, rozprawa mgr. Macieja Mroza wnosi istotny wklad do badan
naukowych nad etyka sztucznej inteligencji, szczegolnie poprzez systematyczng
i rzetelnie uargumentowana krytyke paradygmatu value alignment (dostosowania
sztucznej inteligencji do ludzkich wartoscii celow) oraz zwigzanego z nim problemu
kontroli sztucznej inteligencji. Doktorant starannie pokazuje, ze wiele propozydji
obecnych w literaturze przedmiotu opiera si¢ na uproszczonym rozumieniu moralnosci
jako zbioru preferencji lub funkgcji celu, co prowadzi do powstania nieadekwatnych
i redukcjonistycznych modeli normatywnych Al Krytyka ta jest prowadzona w sposob
wywazony, oparty na rzetelnej rekonstrukcji stanowisk, a nie na arbitralnej polemice
o charakterze eseistycznym.

Na szczegdlne uznanie zastuguje interdyscyplinarna kompetencja doktoranta,
ktory z niezwykla swoboda i biegloscia porusza sie zaréwno po literaturze filozoficznej,
jak i po pracach publikowanych przez badaczy Al. Rozprawa trafnie identyfikuje
i analizuje napigcia wynikajace z roznic metodologicznych, ontologicznych
i teoriopoznawczych miedzy tymi obszarami, wskazujac je jako jedno z gtéwnych Zrodet
nieporozumien w debacie o moralnosci sztucznej inteligencji.

Z punktu widzenia nauk teologicznych istotny jest rowniez antropologiczny rezim
wywodu. Mgr Mroz konsekwentnie broni tezy, Ze refleksja nad sztucznymi agentami
moralnymi nieuchronnie prowadzi do pogtebionych pytan o nature ludzkiej moralnosci,
podmiotowosci, wolnosci, sprawczosci i odpowiedzialnosci. Tym samym doktorant nie
tylko analizuje Al jako obiekt badan, lecz takze - co zastuguje, moim zdaniem, na
szczegOlne uwypuklenie — wykorzystuje te analizy do ukazania sztucznej inteligengji jako
swego rodzaju zwierciadla, pozwalajacego lepiej uchwycic¢ specyfike ludzkiego dziatania

moralnego.
Oryginalnos¢ ujecia problemu badawczego

Oryginalno$¢ rozprawy Macieja Mroza polega przede wszystkim na sposobie
postawienia i przepracowania problemu moralnosci sztucznych agentdw, a nie na prébie
tworzenia nowej, konkurencyjnej teorii normatywnej, zmetniajgcej dyskurs, niewiele
wnoszacej do toczonych debat oraz tworzacej sztuczny ttok w i tak juz gestym thumie tego
rodzaju akademickich uje¢. Doktorant $wiadomie unika ambicji systemotworczych,
koncentrujac si¢ na rzeczowej, krytycznej analizie zalozen filozoficznych, lezacych

u podstaw wspotczesnych projektow moralnosci obliczeniowej i sztucznych agentow
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moralnych. Takie podejscie nalezy uznac¢ za dojrzale metodologicznie i dobrze
uzasadnione w kontekscie aktualnego stanu badan.

Nowatorski charakter pracy ujawnia si¢ szczegolnie w konsekwentnym
odstanianiu redukcjonistycznych przesuniec pojeciowych, ktore zachodza, gdy klasyczne
pojecia filozofii i etyki (takie, jak podmiotowos$¢, autonomia, sprawczos¢, intencjonalnosg,
warto$¢ czy odpowiedzialnos¢,) przenoszone sa na grunt inzynierii algorytmicznej.
Doktorant nie ogranicza si¢ do krytyki poszczegdlnych rozwiazan technicznych, lecz
pokazuje, zZe wiele probleméw etycznych, przypisywanych ,niedojrzatosci”,

niebiologicznosci, bezosobowosci czy schematycznos$ci dziatania technologii sztucznej

inteligencji, ma w istocie charakter bledu kategorialnego - tu przoduje blad
antropomorfizacji Al - lub nieuprawnionego, wszak redukcjonistycznego
funkcjonalizmu.

Istotnym elementem oryginalnosci ocenianej pracy jest rowniez polaczenie w niej
debaty nad sztucznymi agentami moralnymi z refleksja nad kreatywnym charakterem
czynu moralnego. Wprowadzenie kategorii twdrczosci moralnej jako argumentu
przeciwko stanowiskom opowiadajacym sie za teza o komputacyjnym charakterze
moralnosci, stanowi autorski wktad mgr. Mroza w toczone obecnie dyskusje i wyraznie
odroznia jego rozprawe od dominujacych uje¢ analitycznych i inzynieryjnych. Ten watek,
rozwijany szczegolnie w rozdziale czwartym, poszerza horyzont debaty i wnosi do niej
perspektywe rzadko obecna w literaturze dotyczacej etyki sztucznej inteligengji.

Na uwage zastuguje rowniez osadzenie poruszanych w pracy zagadnien i analiz
w perspektywie teologicznej, przy jednoczesnym zachowaniu spojnosci z dyskursem
tilozoficznym i inzynieryjnym. Co wazne, doktorant nie instrumentalizuje teologii i nie
sprowadza jej — by tak rzec — do roli magazynu gotowych odpowiedzi moralnych, lecz
traktuje ja jako poglebione zaplecze antropologiczne, umozliwiajace zobiektywizowana,
krytyczna ocene ambicji przypisywania maszynom moralnej sprawczosci. Takie ujecie

zdecydowanie wyrdznia sie na tle dominujacej, sekularnej literatury przedmiotu.
Uwagi krytyczne

Pomimo niekwestionowanej, obiektywnie wysokiej merytorycznej wartosci rozprawy,
zgodnie z rolg, jaka przypada do wypelnienia recenzentowi, chciatbym wskazac¢ rowniez
kilka kwestii, ktore moga budzi¢ pytania lub watpliwosci albo stanowi¢ punkt wyjscia do
koniecznego doprecyzowania dominujacej w pracy linii argumentacyjne;j.

Po pierwsze, silna koncentracja doktoranta na krytycznym wymiarze etyki maszyn
i paradygmatu sztucznych agentow moralnych sprawia, ze alternatywne propozycje

i rozwigzania pojawiajg si¢ w pracy raczej w sposob implicytny niz systematyczny.
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Doktorant przekonujaco wykazuje ograniczenia funkcjonalistycznych i obliczeniowych
uje¢ moralnosci, jednak nie rozwija w pelni pozytywnego modelu interpretacyjnego,
ktory mogltby stanowic konkurencyjna rame dla refleksji nad projektowaniem systemow
Al Cho¢ taki wybdr jest metodologicznie uzasadniony i zgodny z deklarowanym celem
pracy, powstaje pytanie, czy przynajmniej szkic bardziej wyraznej alternatywy
normatywnej nie wzmocnilby sily oddzialywania formulowanych w dysertacji
wnioskow.

Po drugie, perspektywa teologiczna, mimo Zze wyraznie zaakcentowana i wazna
z punktu widzenia realizacji celéw rozprawy, pozostaje miejscami raczej horyzontem
interpretacyjnym niz przedmiotem bezposredniej, poglebionej analizy. Doktorant
Swiadomie unika teologicznej normatywizacji naukowej debaty nad sztuczna
inteligencja, co poczytuje akurat za zalete pracy, jednak moze to rodzi¢ wrazenie, Ze
potencjal teologii moralnej — zwtaszcza w zakresie teorii sumienia, odpowiedzialnosci
i rozeznania — nie zostal w pelni wykorzystany. Problem sumienia nie zostat explicite
podniesiony w pracy, tak jakby dzialania sumieniowe nie byly uznawane przez
doktoranta za istotny i niezbywalny skfadnik oraz konstytutywny czynnik dziatania
moralnego. Rozwazenie kwestii mozliwosci wygenerowania algorytmicznego sumienia
w modelach Al wydaje mi si¢ rownie waznym problemem badawczym, jak te, ktdre
porusza w swojej rozprawie doktorant. Mimo to zagadnienie sumienia pozostaje w jego
pracy milczacym nieobecnym. A przeciez istnieja w tej materii nieliczne, co prawda, acz
wazne i interesujace publikagcje, jak np. artykut naukowy Guntera Meissnera pt. Artificial
Intelligence: Consciousness and Conscience' czy Krzysztofa Wieczorka pt. The Conscience of
a Machine? Artificial Intelligence and the Problem of Moral Responsibility?>. W artykule z 2025
r. prof. Agnieszka Lekka-Kowalik pisze w tej sprawie: ,[...] jesli AI ma symulowa¢
ludzkie myslenie i zachowanie, to nalezy ja wyposazy¢ w sztuczne sumienie — zdolnos¢
sadzenia o wilasnych (i cudzych) czynach w aspekcie dobra i zta moralnego™?.

Potencjalny czytelnik ocenianej rozprawy moze odczuwad poznawczy niedosyt
w zwiazku z tymi miejscami pracy, w ktdérych przydatoby sie bardziej bezposrednie

skonfrontowanie stanowisk filozofii Al z konkretnymi nurtami teologii moralnej.

1 Zob. Gunter Meissner, , Artificial Intelligence: Consciousness and Conscience”, Al & Society, 2020, nr 35,
s. 225-235.

2 Zob. Krzysztof Wieczorek, ,The Conscience of a Machine? Artificial Intelligence and the Problem of Moral
Responsibility”, Er(r)go. Teoria—Literatura—Kultura, 2021, nr 42(1), s. 15-34.

3 Agnieszka Lekka-Kowalik, ,W cieniu rozkwitajacych Al”, [w:] Czfowiek wobec sztucznej inteligencii.
Dwugtos nauki, red. Jerzy Kaczorowski, Poznan: Polska Akademia Nauk, Oddziat w Poznaniu, 2025, s. 53.
Por. A. Lekka-Kowalik, Czy Al ma sztuczne sumienie?, artykul zamieszczony na stronie internetowej
Katolickiego Uniwersytetu Lubelskiego im. Jana Pawta II w Lublinie, dzial ,Kultura”, zaktadka
,Aktualno$ci / Wydarzenia”. Dostep on-line: https://www.kul.pl/ekspert-kul-czy-ai-ma-sztuczne-
sumienie,art_112253.html.

11



Recenzja rozprawy doktorskiej mgr. Macieja MROZA: ,Morality of Artificial Intelligence” -
- dr hab. Piotr DOMERACK], prof. UMK

Po trzecie, rozprawa mgr. Mroza koncentruje si¢ gldwnie na zachodnim dyskursie
tilozoficznym i technologicznym. Cho¢ wybdr ten jest zrozumialy i uzasadniony
zakresem problemowym rozprawy, to jednoczesnie ogranicza szersza perspektywe
kulturowa. W kontekscie globalnego rozwoju sztucznej inteligencji mozna postawic
pytanie, na ile wnioski dotyczace antropomorfizacji, sprawczosci moralnej czy
kreatywnosci czynu moralnego zachowuja swoja uniwersalnos¢ w odmiennych
tradygjach filozoficznych i religijnych.

Wreszcie, z punktu widzenia odbiorcy zainteresowanego praktycznymi
implikacjami dysertacji, konsekwencje analiz dla konkretnych zastosowan AI (np.
w nauce, edukagji, sztuce, medycynie, wojskowosci, przemysle, handlu etc.) pozostaja

w rozprawie jedynie wstepnie zarysowane niz analitycznie rozwiniete.
Postulaty dalszych badan

Wskazane powyzej uwagi bynajmniej nie umniejszaja naukowej wartosci rozprawy, lecz
raczej otwieraja naturalnie si¢ wylaniajace i obiecujace kierunki dalszych badan, do
ktorych autor ocenianej pracy wydaje sie szczegdlnie predestynowany.

Po pierwsze, zasadne byloby rozwinigcie pozytywnej koncepgji relacji miedzy
moralnos$cia ludzka a systemami Al, ktora nie redukowataby moralnosci do algorytmu,
a jednoczesnie pozwalata sensownie opisa¢ wspomagajaca role systemow technicznych
w ludzkich procesach decyzyjnych w sytuacjach moralnie ztozonych. Mogtoby to przyjac¢
forme teorii ,,moralnego wsparcia” (moral decision support), wyraznie odréznionej od idei
autonomicznych moralnych agentow.

Po drugie, wartoSciowym kierunkiem dalszych badan byloby poglebienie
teologicznej antropologii technologii, zwlaszcza w dialogu 2z klasycznymi
i wspolczesnymi teoriami sumienia, cnoty i odpowiedzialnosci. Szczegdlnie interesujace
wydaje mi si¢ tu rozwiniecie watku kreatywnego charakteru czynu moralnego
w odniesieniu do teologii dziatania ludzkiego oraz chrzescijanskiej koncepcji wolnosci.

Po trzecie, dalsze badania moglyby obja¢ poréwnawcza analize miedzykulturowa
podejs¢ do moralnosci maszyn, uwzgledniajac tradycje filozoficzne i religijne spoza kregu
zachodniego (np. konfucjanizm, buddyzm czy etyke islamska). Taka perspektywa
mogtaby zaréwno potwierdzi¢, jak i twdrczo zakwestionowac niektore zatozenia obecne
w dominujacym zachodnim dyskursie etyki sztucznej inteligengji.

Po czwarte, interesujgcym rozwinieciem przedstawionych w dysertacji analiz
byloby zastosowanie wypracowanych w niej narzedzi pojeciowych do studiow
przypadkow konkretnych systemow Al, zwlaszcza tych, ktore juz dzi§ funkcjonuja

w obszarach wrazliwych moralnie. Pozwoliloby to sprawdzi¢ praktyczng nosnosé krytyki
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pojeciowej i wzmocni¢ dialog miedzy refleksjqa filozoficzna i teologiczna
a projektowaniem technologii.

Chciatbym podkresli¢, ze przedstawione uwagi krytyczne maja jedynie charakter
uzupelniajacy i perspektywiczny, a nie kardynalny. Nie podwazaja one bynajmniej ani
spojnosci wywodu, ani zasadniczej wartosci naukowej rozprawy, lecz wskazuja na jej
rozwojowy potencjal badawczy. Dysertacja mgr. Macieja Mroza stanowi solidna
podstawe do dalszych, pogtebionych badan naukowych oraz swiadczy o jego gotowosci

do podjecia pracy naukowe;.
Konkluzja

W $wietle przedlozonych opinii z pelnym przekonaniem stwierdzam, ze rozprawa
doktorska Pana mgr. Macieja MROZA z naddatkiem spelnia warunki okreslone w art.
187 Ustawy z dnia 20 lipca 2018 r. Prawo o szkolnictwie wyzszym i nauce (Dz. U. z 2018 r.,
poz. 1668, z p6zn. zm.). W zwiazku z tym kieruje do Rady Naukowej Dyscypliny nauki
teologiczne Uniwersytetu im. Adama Mickiewicza w Poznaniu wniosek o dopuszczenie
Doktoranta do dalszych, przewidzianych prawem, etapow przewodu doktorskiego.

Pragne rowniez niniejszym przedstawi¢ Radzie Naukowej Dyscypliny nauki
teologiczne Uniwersytetu im. Adama Mickiewicza w Poznaniu moj wniosek
0 wyrdznienie rozprawy doktorskiej mgr. Macieja Mroza. Oto uzasadnienie mojego
wniosku: rozprawa doktorska mgr. Macieja Mroza zastuguje na wyréznienie ze wzgledu
na jej wyjatkowo wysoki poziom merytoryczny, metodologiczny i warsztatowy, a takze
oryginalno$¢ ujecia podjetego w niej problemu badawczego, ktory nalezy do jednych
z najwazniejszych i najbardziej aktualnych zagadnien naukowych oraz cywilizacyjnych
wyzwan wspolczesnosci.

Praca doktorska mgr. Mroza podejmuje problem moralnosci sztucznych agentow
oraz etycznych implikacji rozwoju sztucznej inteligencji, osadzajac go w kontekscie
tilozoficznym, etycznym i teologicznym. Doktorant nie ogranicza si¢ do referowania
wypracowanych na gruncie interdyscyplinarnych badan nad sztuczna inteligencja
stanowisk, lecz prowadzi samodzielna, wysoce kompetentna, systematyczna i krytyczna
analize zatozen, lezacych u podstaw dominujacego w literaturze naukowej paradygmatu
sztucznych agentow moralnych, ujawniajac jego ograniczenia, przesunigcia pojeciowe
oraz konsekwencje antropologiczne i normatywne. Tego rodzaju krytyka
paradygmatyczna, jaka przeprowadza w dysertacji doktorant, nalezy do rzadkosci
w wsrdd publikacji z tego obszaru, zdominowanych przez redukcjonistyczne podejscia

funkcjonalistyczne i inzynieryjne.
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Na szczegdlne podkreslenie zastuguje podkreslana przeze mnie w recenzji
dojrzatos¢ metodologiczna doktoranta, ktory z ogromnym znawstwem i biegloscig
porusza sie¢ na styku filozofii, etyki technologii, teologii oraz wspotczesnych badan nad
sztuczna inteligencja. Mgr Mroz wykazuje doskonala orientacje w miedzynarodowej
literaturze przedmiotu, obejmujacej zaréwno klasyczne teksty filozoficzne, jak
i najnowsze publikacje z zakresu etyki sztucznej inteligencji oraz etyki maszyn. Analiza
ta nie ma charakteru kompilacyjnego, lecz prowadzi do spdjnych i dobrze uzasadnionych
wnioskow.

Wyroézniajaca cecha rozprawy jest rowniez konsekwentne unikanie redukcjonizmu
w opisie moralnosci sztucznych agentéw. Doktorant przekonujaco argumentuje, ze
moralnos¢ nie daje si¢ sprowadzi¢ do algorytmu, funkgji celu ani procedury decyzyjnej,
a proby takiej formalizacji prowadza do bledow kategorialnych i nieuprawnionej
antropomorfizacji systemdéw technicznych. Szczegdlnie wartoSciowy jest w tym
kontekscie watek tworczego i osobowego charakteru czynu moralnego, rzadko obecny
w dyskusjach nad etyka Al, a rozwiniety w pracy w sposob oryginalny i poglebiony.

Na uwage zastuguje takze umiejetne i wywazone wykorzystanie perspektywy
teologicznej, ktéra nie pelni w pracy funkci normatywnego uproszczenia ani
zewnetrznego autorytetu, lecz stanowi zaplecze antropologiczne i hermeneutyczne,
umozliwiajace krytyczna ocene wspotczesnych koncepcji moralnosci maszyn. Doktorant
zachowuje przy tym pelng kompatybilnos¢ z pozateologicznym dyskursem naukowym,
co czyni rozprawe wartosciowa roéwniez dla badaczy spoza teologii.

Pod wzgledem jezykowym i edytorskim rozprawa mgr. Macieja Mroza spetnia
najwyzsze standardy pracy doktorskiej. Zostala napisana w jezyku angielskim na
poziomie odpowiadajacym migedzynarodowym normom akademickim, z zachowaniem
precyzji terminologicznej, klarowno$ci wywodu oraz wysokiej kultury argumentacyjnej.
Aparat naukowy, struktura pracy oraz sposob prowadzenia polemiki z ustaleniami
zmaterializowanymi w publikacjach uznanych badaczy sztucznej inteligencji z catego
swiata $wiadcza o zaawansowanych kompetencjach naukowych doktoranta.

Sformutowane uwagi, spostrzezenia i oceny pozwalaja stwierdzi¢, ze rozprawa
doktorska mgr. Macieja Mroza nie tylko spetnia wymagania stawiane zgodnie z prawem
i uzusem akademickim pracom doktorskim, lecz wyraznie ponad nie wykracza, wnoszac
trwaly i oryginalny wkiad w rozwoj badan nad etyka sztucznej inteligencji, filozofia
techniki oraz teologia. Z tych wzgledéw, w moim najglebszym przekonaniu, dysertacja
mgr. Mroza w pelni zastluguje na wyréznienie.

Jednoczesnie rekomenduje te prace do publikacji w formie monografii
naukowej, zaréwno w jezyku angielskim, jak i polskim. Ukazanie si¢ takiej pracy,

zwlaszcza w jezyku polskim, z pewnoscia wypelni dotkliwa luke i znacznie wzbogaci
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miedzynarodowe i lokalne repozytorium naukowe w obszarze badan nad sztuczna

inteligencja.
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