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mgr inż. Micha l Junczyk
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Nauki ścis le i przyrodnicze



Declaration

I, Micha l Junczyk, declare that the work in this dissertation titled "Application of speech

data sets management methods for the evaluation of Automatic Speech Recognition systems

for Polish.” is carried out by me. This work has not been submitted to Adam Mickiewicz

University or any other educational institution for the award of a degree or educational

qualification. The information published in this dissertation has been obtained and pre-

sented in accordance with academic rules and ethical conduct. Information obtained from

other sources has been referenced appropriately.

i



Dedication

I am grateful to many who supported me throughout this PhD journey. I greatly appreciate

the unwavering support, insightful feedback, and patient guidance of my supervisor prof.

dr hab. Krzysztof Jassem.

I thank the leadership and staff of the Department of Mathematics and Computer

Science and the Doctoral School of Exact Sciences for a supportive and stimulating envi-

ronment.

I am grateful for the feedback and support from my mentors and colleagues at Sam-

sung and Allegro, especially dr Miko laj Wypych, dr inż. Bartosz Broda, dr inż. Marcin
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Abstract

Automatic speech recognition (ASR) systems transform spoken language into written text,

enabling virtual assistants, transcription tools and intelligent home control. These systems

rely on large and diverse speech data sets that reflect the linguistic and acoustic charac-

teristics of the target population and user group. The Polish language, spoken by over

50 million people, presents ASR with unique challenges and opportunities due to its rich

phonetic and morphological structure.

Public domain speech datasets are often underutilized due to discoverability and in-

teroperability issues. Limited access to evaluation datasets makes it difficult to verify and

replicate the quality tests of ASR systems. Comprehensive assessment of multiple ASR

systems requires an efficient data management structure. This study addresses these issues

by creating comprehensive, accessible, and actively maintained datasets, promoting best

practices in ASR benchmarking inspired by international standards.

The study examined and cataloged 53 publicly available speech datasets, organized the

dataset from 24 sources, and developed a quality assessment process for ASR systems.

The curated dataset includes nearly 400,000 recordings and over 800 hours of speech from

5,000 speakers. Selected recordings were used to compare 7 ASR systems and 25 models.

The research revealed significant differences in the performance of ASR systems in various

test scenarios. All resources and results have been made publicly available to promote

transparency, peer review, and collaboration within the research community.

This study improved methods for data management and benchmarking of ASR systems.

The comprehensive review and catalog increased the discoverability of Polish ASR speech

datasets, and the curated BIGOS and PELCRA datasets provided an extensive resource

of diverse speech recordings. The use of Polish ASR datasets for comparative purposes has

increased threefold compared to previous studies. Improved documentation and analysis
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of the understanding of the test data and the availability of data sets and assessment tools

will positively impact the ability to validate and compare test results. The development

of a data management methodology and a benchmarking system has improved reliable

assessments and comparative analyzes of ASR systems and understanding of the strengths

and weaknesses of ASR systems for Polish.

To sum up, the conducted research has a positive impact on the practical usefulness

of Polish ASR datasets for academic and industrial applications. They also contribute to

the promotion of methods, tools, and good practices used for the benchmarking of ASR

systems.
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Glossary

Machine Learning task An abstract problem statement, defined either in natural lan-

guage or formally. Tasks vary in granularity, creating a hierarchy, such as “dog vs. cat

classification” to “image classification.” They frame contributions in Machine Learn-

ing field and are instantiated by Learning problems for evaluation. Examples include

MNIST, CIFAR-10, and ImageNet for the “image classification” task.. 24

AMU ASR Leaderboard Publicly accessible leaderboard presenting results of ASR sys-

tems benchmarking supporting Polish on BIGOS datasets. 56, 90, 149

ASR Automatic Speech Recognition (ASR) is a technology that enables machines to

process speech input and translate it into text. Also known as Speech Recognition

or Speech-to-Text (STT). 1, 10, 17, 24, 44

Audio encoding Manner in which digital audio signal is encoded for storage or transmis-

sion. The most popular audio encodings for speech and ASR applications are lossless

encodings of PCM or FLAC and lossy encodings of Opus and Speex . 29

AZON Repository of open data from Wroc law University of Technology (Atlas Zasobów

Otwartej Nauki).1. 102

Benchmark A learning problem serving as an indicator of progress on a ML task. Bench-

marks often include a leaderboard and open competition. For example, within the

ILSVRC competition (ImageNet Large Scale Visual Recognition Challenge) increas-

ing accuracy on ImageNet benchmark dataset reflects advancements in image classi-

fication task.. 2
1AZON project

xix
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Benchmark dataset A benchmark dataset is a curated, widely accepted reference used

to evaluate and compare algorithms, models, or systems in a specific domain. It

provides a consistent basis for comparison and objective assessment.[58, 9, 27, 96]

Benchmark datasets with specific metrics are referred to as learning problems and

represent more abstract tasks.[72]. 2, 11, 24, 63, 66, 69, 85, 160

benchmark saturation Phenomenon, which occurs when a learning problem becomes

too easy for current ML models, leading to a plateau in performance. This can

happen due to various reasons, such as overfitting to test data, advancements in

technology or not challenging enough dataset or evaluation metric.. 20, 24, 62

BIGOS BIGOS stands for Benchmark Intended Grouping of Open Speech). BIGOS is a

set of curated datasets intended to facilitate benchmarking of ASR systems. Cur-

rently, BIGOS is focused on the Polish language. 2. x, 56, 63, 69, 70, 90, 94

CER Character Error Rate. xxiii, 54, 84, 169

Common Voice Large-scale, multilingual speech dataset collected with crowdsourcing

via Mozilla Corporation. 2, 102, 123, 163, 171–173, 177

data curation Broad set of data management techniques, such as acquisition, formatting,

documentation, enrichment, annotation or quality verification, aimed at improving

the practical utility of datasets. 11

FLEURS Few-shot Learning Evaluation of Universal Representations of Speech. 123

Forced alignment Method of analyzing and synchronizing the speech content with its

transcription to achieve temporal alignment. 53

Gated datasets Access to datasets on Hugging Face which allows authors to control

dataset usage by requiring users to request access, providing their username and

email. Authors can approve requests manually or automatically and may ask for addi-

tional information.3https://huggingface.co/docs/hub/en/datasets-gatedHugging Face’s

documentation on gated datasets. 77, 162, 163
2BIGOS in Polish means "cabbage stew". The name is inspired by the work of Google on SpeechStew[12]
3¸

xx



GitHub Web-based platform for version control and collaborative software development

using Git. Supports public and private repositories, and features like pull requests,

issue tracking, and project wikis. 4. 54, 194

GMM Gaussian Mixture Model. 121

Hallucinations In ASR systems, hallucinations are outputs that do not match any spoken

input. They can result from background noise, poor audio quality, or ASR model

limitations, leading to incorrect transcriptions and reduced system reliability.. 175,

178

Hugging Face Datasets Python library by Hugging Face designed for efficient handling

and processing of large datasets. Offers simple access to a wide range of datasets,

tools for dataset loading, transformation, and evaluation. Supports various data

formats and integration with machine learning workflows.5. 53, 55, 77, 81, 162, 169,

170

Hugging Face Hub Platform for hosting, sharing, and discovering machine learning

models and datasets. Provides tools for collaborative development, discovering re-

sources, version control, and deployment of models and datasets, enhancing accessi-

bility and community engagement.6. 77, 162, 163, 194

JIWER Python library for calculating evaluation metrics for ASR systems such as WER

based on minimum-edit distance between one or more reference and hypothesis sen-

tences. 54, 170

Kaldi framework Toolkit for speech recognition written in C++, licensed under the

Apache License v2.0 intended for speech recognition researchers. 121

Learning problem A learning problem consists of a dataset of (input, output) pairs and

an evaluation metric to score solutions (functions from input to output). It is fully

defined by these components without needing external semantics or data; for example,

4GitHub
5HF datasets
6HF Hub

xxi
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the ILSVRC-2012 dataset (ImageNet) with top-1 accuracy as the metric.[72]. xix,

24

LibriVox Python library for music and audio analysis. Provides the building blocks

necessary to create music information retrieval systems. 101

Librosa Python library for music and audio analysis.. 70

Machine Learning Development of algorithms and statistical models that perform spe-

cific tasks without explicit instructions. These algorithms and models learn from and

make predictions or decisions based on data. xix, 3, 17, 20, 24

MER Match Error Rate (MER) is calculated as the number of errors (insertions, deletions,

and substitutions) divided by the number of words in the hypothesis, addressing the

issue of unbounded WER in cases of high insertion errors.. 35, 54, 84, 169

ML evaluation set A subset of data used to assess the performance of machine learning

models. It is separate from the training data and is utilized to provide an unbiased

evaluation of a model’s accuracy, generalization, and effectiveness on unseen data..

31

MLS Multilingual LibriSpeech. 2, 123, 172, 175, 177

Natural Language Processing (NLP) Research field lying at the intersection of com-

puter science, artificial intelligence, and linguistics that focuses on making human

communication, such as speech and text, understandable to computers. Involves a

variety of tasks (speech or language generation or understanding), techniques (pars-

ing, stemming, tokenization, etc.), and applications (translation, question-answering,

summarization, etc.). 9

NeMo toolkit NLP development toolkit provided by NVidia. 53–55

Pandas Open-source Python library for tabular and time-series text data analysis and

manipulation. 52, 53, 70, 169, 170

PELCRA Research group from the University of  Lódź. PELCRA stands for Polish and

English Language Corpora for Research and Applications. xxiii

xxii



PELCRA for BIGOS Openly accessible speech dataset in BIGOS format curated from

datasets developed by the PELCRA group.[111, 112, 109]. 56, 90

Polish ASR speech data catalog Structured information about existing Polish ASR

speech datasets. Includes information about availability, license, size, content char-

acteristics etc. Available on GitHub and Hugging Face and described in the article

in PSICL journal[53]. 2, 61, 62, 70, 105

Polish ASR speech datasets survey Survey on available speech datasets for Polish

ASR development. 125

RTF Metric for determining how long a system takes to process a given length of input

signal compared to the duration of the signal itself. For real-time systems must be

lower than 1. 25

Sampling rate Number of sound samples per time unit. Usually expressed in kiloHertz

(kHz), which means 1,000 times per second. 29

SDE Speech Data Explorer. Tool. 53, 55, 169, 170

Semantic Word Error Rate (SWER) An ASR evaluation metric that extends tradi-

tional WER by incorporating semantic weights. Proposed by Somnath Roy[125],

SWER assigns higher weights to errors involving key semantic words or named en-

tities, reflecting their impact on transcript meaning. It uses NLP techniques to

calculate semantic similarity and includes CER for spelled-out entities, providing a

nuanced measure of ASR accuracy that aligns with human judgment.. 37

SemDist Semantic Distance (SemDist) is a metric proposed by Kim et al.[56] that uses

advanced language models like BERT to measure the semantic similarity between

a reference transcription and ASR output. Unlike WER, SemDist evaluates the

semantic correctness of the outputs, identifying deviations that alter the conveyed

message. It uses token-level embeddings and similarity measures, such as cosine

distance, to provide a quantitative measure of semantic accuracy.. 37

SER Sentence Error Rate. 54, 84, 169

xxiii



SOX SOX (Sound eXchange) is a cross-platform command line utility that converts var-

ious formats of computer audio files into other formats. It can also apply various

effects to these sound files and play and record audio files on most platforms. 70

Speech dataset A collection of digital recordings of speech together with their annota-

tions, meta data, and documentation.. 2, 10, 11, 24, 26

test data leakage Leakage occurs when a model accesses unauthorized information dur-

ing training, leading to inflated performance metrics and compromised evaluation

integrity.. 18, 171, 172

Text to Speech (TTS) Technology that converts written text into spoken words. This

enables machines to read text in a human-like voice. Also known as speech synthesis..

47, 165

Transformers Open-source Python library by Hugging Face offering state-of-the-art pre-

trained NLP models for tasks such as text classification, translation, and question

answering. It simplifies model integration, fine-tuning, and deployment.7. 55, 169

WAV RIFF WAVE audio format. 83

WER Word Error Rate (WER) is a metric for evaluating ASR performance. Calculated

as number of word-level edit operations (deletions, insertions, substitutions) required

to match the two texts divided by the total number of words in the reference text.

xxi–xxiv, 1, 7, 18, 19, 23–25, 31, 33, 37, 42, 54, 84, 89, 90, 127, 129, 143, 159, 166,

169

WIL WIL stands for Word Information Lost. It used as the metric to assess the effeciency

of conveying information encoded as text e.g. accuracy of ASR systems. WIL pro-

vides a simple approximation of the proportion of lost word information in a sequence

of words. Defined as 1 - WIP, where WIP stands for Word Information Preserved.

[90]. 54, 169

WRR Word Recognition Rate (WRR) is a metric for evaluating ASR performance, cal-

culated as 100% minus the WER. It measures the proportion of correctly recognized

words in the ASR output.. 54, 169
7HF Transformers

xxiv
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Chapter 1

Introduction

ASR systems process human speech signals into the corresponding textual transcriptions.

Recent progress in machine learning technology, powerful computational resources, and

abundance of data have significantly advanced ASR technology, resulting in a notable

improvement in the accuracy of speech-to-text conversion. In 2017, Microsoft announced

that the precision of its ASR system for English is on par with manual transcription when

evaluated using the Switchboard corpus[49]. The quality in terms of the WER metric

(word error rate) was below 5%. In 2022, the Whisper ASR system achieved an average

WER of 5% for multiple test datasets and high-resource languages [117]. ASR technology

is now widely used in various applications such as virtual assistants, meeting aids, voice

search, smart home controls, and transcription tools. The increasing global demand for

ASR solutions has made it a focal point of research aimed at improving speech recognition

performance. Companies that develop ASR systems are constantly working to reduce

error rates for new applications, domains, and languages to enhance the user experience

and increase market adoption.

The Polish language is spoken by more than 50 million people around the world and is

the sixth most spoken language in the European Union. The number of commercial and

freely available voice technology solutions and applications for Polish is steadily growing

[95]. In July 2023, more than 50 speech data resources were available for training and

evaluating ASR systems [53]. New language resources are being introduced thanks to

global initiatives like Mozilla Common Voice [3] or Multilingual Librispeech [115] and local

projects, e.g. DiaBiz [112], Spokes[111] etc.



So far, no research has been conducted to survey, validate, or improve the usefulness

of existing Polish ASR speech datasets. There are also no widely adopted Speech datasets

for performing Benchmarks of ASR systems for the Polish language. International studies

typically use popular multilingual datasets, for example Common Voice[3] or MLS[115],

while Polish studies mostly use locally created datasets[111, 110, 65]. Although many

datasets are available under permissive licenses, they are often used exclusively for specific

studies due to interoperability concerns. Same practical obstacles may also contribute

to the restricted use of all accessible speech datasets for Polish ASR benchmarks. This

restriction limits usefulness for researchers and the public, who rely on benchmarks and

leaderboards to track progress and identify suitable models. [91, 34]

There is an ongoing debate within the international ASR community about the estab-

lishment of a standardized evaluation methodology. [2, 137] Adopting standard methodol-

ogy and datasets enables comparing results between different studies. However, to make

the results relevant to various usage scenarios, a variety of representative datasets are

needed. Examples from other fields of ML [96] show that it is important for the commu-

nity to take advantage of existing and easily contributing new datasets for benchmarking

purposes [10, 24, 145, 126]. To monitor technological advances over time, it is preferable to

perform systematic benchmarking instead of one-time assessments. However, since there

are many applications and variables of ASR that impact its effectiveness, establishing a

common standard of evaluation is not trivial.[2]

The objective of this thesis is to increase the practical utility of available speech datasets

for the evaluation of Polish ASR systems. The proposed framework consists of a set of

methods for speech data management and ASR evaluation. The key contributions include:

1. Survey of Polish ASR speech datasets and curation of Polish ASR speech data catalog

2. Survey of Polish ASR benchmarks

3. Curation of Benchmark dataset from publicly available sources

4. Development of framework for ASR systems benchmarking

The thesis also discusses the strengths and limitations of existing speech datasets and

outlines potential research directions to further improve ASR data management and bench-

marking practices for Polish ASR.

2



1.1 Problem background

1.1.1 The role of datasets in the training and evaluation of machine

learning systems

Datasets are essential in the development of Machine Learning (machine learning) because

they convey the signal used during the training, testing and validation of ML models. These

datasets encode useful information, allowing algorithms to recognize patterns within the

input data. Relevant information can be obtained from the original source or annotated

via a dedicated process, typically by trained humans. ML datasets must be diverse and

representative of target usage to ensure the accurate performance of models on new data

during operation.

In 2020 Andrew Ng, the co-creator of the Google Brain project, introduced the term

"Data-Centric AI" to the public discourse. He noted that currently 90% academic work

follows the "Model-Centric" paradigm, which assumes that data are fixed and that quality

improvement is achieved through changes in architecture and the model training process.

According to the "Data-Centric AI" paradigm, the model architecture and training process

remain constant, and the quality improvement of the model operation is achieved by in-

creasing the quality and size of the data used for training and testing the system. He notes

that developing datasets that are not only widely applied but also actively maintained by

the community is a challenge. In practice, the data preparation process is often treated as

a one-time effort. The limited adoption of standards for documentation or quality assur-

ance methods adds to the challenge[36, 8, 53, 45, 116]. As a result, the benchmark results

of the ML systems from academic conferences can present a distorted picture of the state

of technology development [72]. This can result from the relative simplicity of the task

represented by the test set, e.g., the librispeech speech corpus that contains only records

of spoken speech in a quiet environment)[100]. Another factor contributing to the reduced

reliability of the benchmark results is inaccuracies in the data labels. For example, recent

research from December 2022 indicates that in the 10 most popular test sets used in the

benchmarks, an average of 3.3% of the data had incorrect labels[93].
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1.1.2 The role of speech datasets in the training and evaluation of ASR

systems

The ASR community is highly dependent on extensive training datasets that accurately

represent the speech and acoustic patterns of the target population, as well as the operat-

ing conditions of the ASR systems. The construction of datasets of this kind is a difficult

undertaking that requires specialized infrastructure, meticulous planning, nimble recruit-

ment operations, and resource-intensive data quality control [42, 3, 115, 52]. Moreover, to

conduct responsible and informative testing of ASR systems [2], one needs access to eval-

uation datasets that are free of errors, contain abundant metadata, and are up-to-date.

This necessity makes the management of ASR speech datasets even more complex and

demanding.

Another challenge facing the ASR community is the discovery of relevant datasets

that already exist. Currently, there is no centralized repository dedicated to ASR speech

datasets, either multilingual or for the Polish language. As a result, researchers and in-

dustry practitioners have to rely on information dispersed among many sources and may

struggle to accurately determine the number of available datasets and their characteristics,

such as size, recording devices, utterance domain, audio and transcription quality, and

others. Ideally, a comprehensive data catalog should include download links to dataset

samples, allowing seamless and in-depth inspection of the datasets of interest, in addition

to the aforementioned metadata descriptors.

Speech datasets commonly include distinct sets for training, validation, and testing.

Validation sets assist in fine-tuning model parameters, while test sets gauge the final

model’s performance, offering an impartial evaluation of its functionality in real-world

scenarios. It is worth highlighting that speech datasets shall encompass various languages,

dialects, accents, speech styles, and noise environments in order for ASR systems to be

robust. This diversity guarantees that the ASR system can handle a wide range of speech

variations and operate effectively in different settings and demographics of speakers.

In addition, training of ASR models is heavily based on extensive and varied speech

datasets. These datasets encode a wide spectrum of phonetic, linguistic, and acoustic at-

tributes essential for precise speech recognition. datasets featuring conversational speech,

ambient noise, and authentic speech patterns (e.g., pauses and interruptions) enable de-
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velopers to efficiently handle real-world use cases like voice-activated assistants or IVR

(Interactive Voice Response) systems. Finally, speech datasets also serve a role in the

examination and mitigation of biases in ASR systems. datasets comprising a diverse array

of voices and speech attributes can help to recognize and minimize bias related to accents,

dialects, age, gender, and more. [1]

New methods and resources are actively developed for the evaluation of ASR systems

in academia and technology companies such as Google, Apple, Amazon, Meta, Appen [75]

or Rev[21, 22]. However, details on specific methods or confidential datasets used to create

commercial products are not disclosed because of the confidentiality nature. For-profit

entities contribute predominantly to the curation of novel datasets from publicly accessible

sources, e.g. [115, 19]. The relevant findings are presented at conferences related to speech

technologies such as Interspeech or Language Resources and Evaluation (LREC)1, as well

as workshops such as NeurIPS workshop on Evaluation and Benchmarks. 2

1.1.3 Challenges in ASR speech dataset management

ASR practitioners managing speech datasets face numerous practical challenges.

Data identification

Identifying the right data for the task is often difficult. The information is spread across

numerous data repositories and publications. Furthermore, there is no widely established

standard for documenting and evaluating the potential application of speech datasets. Of-

ten without manual inspection of the content of the datasets, it is not feasible to determine

their quality or suitability for a specific task.

Data formatting

Although some data may be freely available and easily accessible, the diversity of audio

and text file formats, data quality issues, and limited documentation can require significant

data wrangling efforts before a dataset can be used effectively.

Legal and licensing concerns

Legal and licensing limitations may apply to the use of speech data, particularly when

using data from public sources or third parties.

Data privacy and ethics

1LREC
2NeurIPS

5

https://lrec-coling-2024.org/
https://neurips.cc/


Managing datasets that contain sensitive or personal data requires strict adherence

to privacy laws and ethical guidelines, including obtaining consent from participants and

anonymizing data where possible.

Language evolution and terminology

Language is constantly changing, with new vocabulary, expressions, and meanings fre-

quently evolving. It is an ongoing challenge to ensure that speech datasets remain up-to-

date with these linguistic shifts.

Data bias

Speech datasets can unintentionally exhibit biases toward specific demographic groups

(such as age, gender, accent, and dialect), resulting in disparities in the performance of

ASR systems for different user groups. [1]

Audio data quality

The accuracy of ASR may decrease due to background noise or poor audio quality.

Therefore, it is crucial to manage these factors during data collection. If background

noise or distorted speech are essential for the ecological validity of the ASR application

under study, relevant metadata and documentation must be included to ensure an accurate

interpretation of the evaluation results.

Data annotation quality

Annotation can be time-consuming and susceptible to human errors, particularly when

dealing with large datasets, complex domains, and diverse annotation teams.

Managing versions of datasets

It is essential to maintain version control and provide users with accurate and up-to-

date datasets as they are modified and improved over time. Effective dataset management

practices are necessary for this purpose.

Data storage and retrieval

The size of high-fidelity audio files presents difficulties in storage and distribution,

particularly with large datasets.

Striking a balance between size and manageability

Although larger datasets can improve ASR performance, they also present difficulties

in terms of computational resources and training duration. Therefore, determining the

optimal balance between the size of the dataset and the ease of management is a critical
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issue.

1.1.4 Challenges in ASR evaluation

Common challenges

These are the challenges faced in the ASR evaluation process.

Lack of ground truth

There may not be definitive ground-truth transcription for the audio data being ana-

lyzed, for example, in the case of multiple spelling conventions.

Domain-specific challenges

ASR systems may perform differently depending on the domain or context. For exam-

ple, a system trained on news broadcasts may not perform as well on telephone conver-

sations. Hence, a careful selection of appropriate evaluation datasets that represent the

target domain is required. For example, significant discrepancies have been reported in a

recent comparison of the accuracy of ASR systems for medical terminology in Polish. [68]

and [153].

Metric selection

Different metrics are used in the scientific literature, the most popular being WER

(Word Error Rate). Depending on the ASR application, the appropriate evaluation metric

and method should be used.

Annotation consistency

The annotation of the evaluation data must be consistent and unbiased between mul-

tiple annotators. This requires the use of standardized annotation protocols and thorough

training of the annotators.

Limited resources

Evaluation of ASR requires significant resources including data storage, computing and

cloud usage costs, human expertise, and time for results analysis.

Conflicts of interest

Commercial sources often showcase and explain ASR solutions through company re-

ports, testimonials, or white papers. These providers typically strive to highlight the

strengths of their products. As a result, there is a need for independent comparative re-

search on existing ASR systems, focusing on evaluating their performance, scalability, and
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accessibility to provide practical benefits for particular applications or domains.

Challenges in the industrial settings

Additional factors must be taken into account when creating an ASR system within indus-

trial environments. To ensure and continuously monitor the quality of technology, products

or services, companies conduct continuous research, implementations, and tests with the

aim of improving product features and eliminating defects and their causes. To test the

quality of a solution based on machine learning algorithms under conditions that match

actual use, it is necessary to prepare and continuously update test data that are represen-

tative of the specific requirements of the offered solution, for example, language of target

user group, device, and domain. Moreover, ASR systems must be tested to determine the

impact of disturbances and modifications of the acoustic signal, such as:

• Variable characteristics of sound processing in a given type or specific model of device,

• Distance and position of the user relative to the device.

• The presence of discontinuities and additive noise in the speech signal.

Ideally, ASR testing should also verify the robustness to speech variations resulting from

individual user characteristics such as gender, accent, age, language proficiency, ethnic

background, emotional or health condition, articulation quality, and so on.

To check whether the quality requirements of an ASR-based product or service are met,

it is necessary to perform a series of tests on a representative sample for real-use conditions.

In practice, obtaining representative test data before deploying a service/product to the

market is a significant challenge and requires substantial investments in preparing the

appropriate environment, scenarios, and processes to acquire and control data quality.

This is because numerous companies do not possess sufficient resources and know-how

to record new statements under controlled conditions or transcribe and annotate existing

recordings.

The requirements and characteristics of real-world usage data evolve rapidly. The more

quality criteria are considered, the more extensive resources are required to design, create,

curate, and validate ASR evaluation datasets. Companies developing ASR commercially

require dedicated processes and systems to ensure the quality and availability of data for
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the continuously changing product requirements. The coherent methodology includes data

typologies, data standards, annotation protocols, operating procedures, and systems for

data collection and annotation.

1.1.5 State of the ASR speech datasets and ASR evaluation for Polish

In recent years, the field of NLP has experienced a surge in benchmarks designed to evaluate

the most widely available systems in a wide range of datasets [145, 144]. The most advanced

research on the methodology for evaluating ASR systems and requirements for data used

for this purpose relates to the English language and, to a much lesser extent, selected

European languages, such as German. In addition, there has been a growing interest in

ASR benchmarks in the international community [139, 34, 2, 1, 26].

In Poland, the growing interest in data for AI development and benchmarks for the

Natural Language Processing (NLP) (Natural Language Processing) area is evidenced by

the PolEval competitions [59] organized annually and the KLEJ initiative (Comprehensive

List of Language Evaluations) [126] and LEPISZCZE [4].

The first benchmark for Polish ASR systems was conducted in 2018. Three commercial

ASR systems were evaluated on a set of recordings representing domain and acoustic

conditions of security officer training. [99] In 2019, the first open competition was organized

under the PolEval initiative [59]. Six community-provided systems were evaluated using

datasets created by recordings of the Polish Parliament. The next benchmark in 2022

compared the accuracy of 3 commercial ASR systems using recordings from the customer

support domain [112]. The most recent benchmarks focused on the accuracy of medical

terms recognition accuracy.[153, 68]+

The major challenges of Polish ASR benchmarks include:

• limited utilization of publicly available speech datasets

• limited reproducibility due to lack of access to evaluation datasets

• lack of independent quality verification of test sets used in evaluations

• limited number of evaluated systems
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1.2 Research aim

The primary aim of this thesis was to design and implement a data management framework

to increase the utility of the available Polish speech datasets for the evaluation of ASR

systems.

The initial stage involved creating a taxonomy and organizing metadata on existing

speech datasets using publicly accessible information. The subsequent stage covered the

quantitative evaluation of the characteristics of the datasets to determine their usefulness

for the ASR evaluation. The selected datasets were then consolidated, refined and made

openly accessible. The final stage was the development of an evaluation system and the

use of curated Speech dataset to compare various ASR systems for the Polish language.

1.3 Research hypothesis

The hypothesis advanced in this thesis is the following:

The creation of an extensive data management framework will make it possible to reli-

ably and objectively evaluate the ASR systems available for Polish.

1.4 Research objectives and questions

This section presents the main research objectives (RO) and research questions (RQ).

RO1: Survey of ASR speech datasets for Polish The first objective was to survey

existing ASR speech datasets for Polish. The research questions addressed were:

• RQ 1: How to systematically categorize Polish ASR speech datasets using public

information?

• RQ 2: What is the current state of Polish ASR speech datasets?

• RQ 3: How can the survey findings be shared for community feedback?

RO2: Design and curation of the speech dataset for Polish The second objective

was to curate the dataset to evaluate ASR systems for Polish. The research questions

considered were:

• RQ 4: What factors are crucial in designing and curating dataset for benchmarking

purposes?
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• RQ 5: What are data curation steps required to create Benchmark dataset from

publicly available speech datasets?

• RQ 6: Which public Polish speech datasets can be used as benchmarks?

• RQ 7: How can the curated dataset be shared with the community?

RO3: Survey of ASR benchmarks for Polish Next goal was to categorize and

review Polish ASR benchmarks with respect to datasets, systems, tasks, domains and

evaluation metrics. The specific questions research included:

• RQ 8: How to categorize Polish ASR benchmarks using public information?

• RQ 9: What methods, datasets, and ASR systems have been used in Polish ASR

benchmarks?

• RQ 10: Which Polish ASR systems have not been evaluated?

• RQ 11: Which benchmarks evaluated commercial and free systems?

• RQ 12: Which ASR system performs best?

• RQ 13: What are the main conclusions from the ASR benchmarks?

• RQ 14: How to share the survey results with the community?

RO4: Design and implementation of system for ASR systems benchmarking

The following objective was the development of a system enabling the evaluation and

comparison of ASR systems. The research was focused on the following aspects:

• RQ 15: What tools and systems exist for ASR benchmarking?

• RQ 16: What challenges arise in evaluating multiple ASR systems, and what strate-

gies can address them?

• RQ 17: How can the system be extended to new ASR systems, datasets, languages,

metrics, and normalization methods?

RO5: Using a curated dataset to benchmark ASR systems for Polish RO5

goal was to use the self-curated Speech dataset (RO3) and the evaluation system (RO4)

to compare ASR systems for Polish. The specific research questions included:
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• RQ 18: What is the ASR accuracy for different datasets?

• RQ 19: What is the accuracy gap between commercial and free systems?

• RQ 20: Does ASR accuracy vary with speech features?

• RQ 21: Is there an accuracy difference by age or gender?

• RQ 22: How to share evaluation results with the community?

RO6: Organization of an open competition for the ASR community The goal

was to organize a public contest for ASR practitioners to compare their solutions with the

latest advances.

• RQ 22: What programs can organize the Polish ASR community challenge?

• RQ 23: How to compare community solutions with state-of-the-art ASR systems?

1.5 Research scope

1. Curation of Polish ASR speech data catalog Publicly available information

about Polish speech datasets was manually annotated with a dedicated taxonomy.

The resulting Polish ASR speech data catalog was used to select datasets for further

curation. The practical utility of the catalog was evaluated through a user survey.

2. Curation of benchmark datasets from publicly available speech datasets

The datasets were selected from the speech data catalog according to the ASR evalu-

ation criteria. They underwent automatic refinement, including standardizing audio

and metadata formats, and were organized into training, validation, and test sets.

Erroneous samples were removed.

3. Analysis of curated datasets contents and preparation of dashboard for

dataset features inspection Detailed analysis of the curated datasets was per-

formed. To inspect and explore the characteristics of these datasets a dedicated

dashboard was created. This tool allowed for a comprehensive inspection of the

attributes of the dataset and facilitated better understanding of the data.
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4. Survey of Polish ASR benchmarks A comprehensive survey was conducted to

identify existing benchmarks for Polish ASR systems. The survey involved analyzing

the available benchmarks, their methodologies and the datasets they used. Insights

were derived to highlight the gaps and areas for improvement in current Polish ASR

benchmarks.

5. Implementing system for ASR evaluation Developed a robust system to evalu-

ate ASR systems. This system included tools for automatic and manual assessment

of ASR output, incorporating various evaluation metrics such as WER (Word Error

Rate), CER (Character Error Rate), and others. The system was designed to be

scalable and adaptable for continuous benchmarking.

6. Benchmarking ASR systems for the Polish language The curated datasets

were used to evaluate and compare the performance of ASR systems for the Polish

language. In total, 25 models were evaluated. The results were made available to

the community through the ASR leaderboard.

7. Publication of Polish ASR leaderboard A publicly accessible ASR leaderboard

was developed, enabling comparison of the performance of the ASR system. Inter-

active dashboards were included to allow users to explore the results in detail and

compare different systems based on various criteria.

8. Organization of open ASR challenge The curated datasets were used to organize

an open challenge for the Polish ASR community. This challenge aimed to engage the

community in improving ASR technology for Polish and to benchmark new systems

against the curated datasets.

1.6 Limitations

This section lists the limitations of the research conducted.

1. Language specificity: The research is confined to the Polish language, a language

with distinct linguistic attributes. Its findings may not extend to ASR systems for

languages with divergent phonetic or grammatical structures.
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2. Datasets selection: This study is based on a selection of publicly accessible Polish

speech datasets intended for ASR. The limited scope of datasets might influence the

applicability of the research to broader speech data contexts and corpus linguistic

research.

3. Data curation constraints: Collecting new speech or annotations is beyond this

work’s scope. Manual annotation was used to inspect existing data and validate

automatic curation methods. No new recordings or annotations were added.

4. Technological focus: The study focused on ASR technology, particularly speech-

to-text accuracy. Metrics like latency, real-time factor, voice biometrics, and down-

stream task evaluation were not considered.

5. Resource availability: Research on the accuracy of commercial ASR systems and

large ASR models was limited by funding and computational resources.

6. Temporal constraints: The study covers speech datasets available up to December

2023 and ASR systems up to March 2024.

7. Demographic and use case coverage: The research does not fully represent

all segments of the Polish-speaking population, including unique dialects or speech

variances.

8. Methodological boundaries:, Evaluation results are based on selected automatic

metrics. The linguistic and acoustic analysis was limited to selected aspects.

9. Commercial and academic solutions: The analysis included various commercial

and free ASR systems for Polish, though not all solutions are covered due to the

rapidly evolving landscape.

1.7 Methodology adopted

The methodology adopted in the research consisted of several steps listed below.

Survey of Polish ASR speech datasets The method consisted of a review of publicly

accessible information to catalog Polish ASR speech datasets Specific activities include:

• Literature review and identification of existing speech datasets.
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• Development of a taxonomy classification framework. identify and

• Cataloging of speech datasets according to the framework.

• Developing a publicly accessible digital repository and dashboard.

Curation of datasets for Polish ASR systems evaluation The method utilized

publicly available sources to curate diverse datasets for Polish ASR development . Specific

activities include:

• Selection of speech datasets based on the curated data catalog.

• Data unification, normalization, and formatting.

• Developing a publicly accessible digital repository and dashboard.

Evaluation of ASR Systems for Polish The method used curated datasets to

compare ASR systems in various scenarios. Specific activities include:

• Selecting evaluation metrics

• Evaluating ASR systems using recordings from curated datasets

• Analyzing performance, highlighting strengths and weaknesses

• Developing a public dashboard with results

Organization of Polish ASR challenge

Curated datasets were used to organize open competition to allow the comparison of state-

of-the-art ASR systems with community-developed systems. Specific activities include:

• Selecting a competition platform.

• Establish participation and evaluation guidelines.

1.8 Contributions

Below are the major contributions of this work to the Polish ASR field:

1. Creation of the largest Polish ASR speech data catalog, documenting 53 datasets

with 65 attributes.
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2. Development of a metadata schema for cataloging ASR speech datasets.

3. Analysis of the current state of the Polish ASR datasets and the proposal of future

research directions.

4. Distribution of two datasets curated from 24 publicly available datasets.

5. Performing and sharing the analysis of the content of curated datasets.

6. Performing the survey and creating the catalog of Polish ASR benchmarks.

7. Development of an extensible system for ASR evaluation.

8. Comprehensive evaluation of Polish ASR systems involving 7 systems, 25 models and

24 datasets

9. Development of a publicly accessible ASR leaderboard with interactive dashboards.

10. Improvement of reproducibility and guidance for future ASR advancements by pro-

viding public access to data catalogs, curated datasets, evaluation tools, and dash-

boards.

11. Organization of an open challenge for the ASR community using curated datasets.
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Chapter 2

Literature Review

2.1 Introduction

This section presents literature relevant to the following topics:

• Challenges in benchmarking of Machine Learning and ASR systems.

• Challenges, methods and tools for the management of ASR speech datasets.

• ASR speech datasets and benchmarks for the Polish language.

Based on the review, relevant datasets, methods and tools required to create research

artifacts and achieve research objectives were selected.

2.2 Benchmarking of Machine Learning Systems

2.2.1 Challenges in ML benchmarking

Liao et al. provides a comprehensive overview of challenges and systemic issues in bench-

marking practices in various subfields of machine learning (ML) [72]. In the meta-review,

the authors studied more than 107 articles that describe benchmarks from subfields such

as computer vision, natural language processing, recommender systems, and reinforce-

ment learning. The major conclusion is that the inconsistency in evaluation standards

and methodologies has led to claimed advances in machine learning that do not withstand

thorough examination or do not possess the broad applicability initially assumed.

The authors introduced concepts of internal and external validity of ML evaluations.

Internal validity concerns the “correctness and fairness of evaluations in the context of a



Figure 2.1: Internal and external issues identified in the ML evaluation practices. Source:
[72]

specific learning problem".[72]. Internal validity is negatively affected by incorrect baseline

comparisons, errors in the construction of the test set, and overfitting due to test data leak-

age. External validity, on the other hand, refers to the ’applicability and generalizability

of the evaluation findings in different learning problems, tasks, or real-world scenarios’[72].

In case of misalignment of metrics and dataset with respect to the real-world scenario,

the benchmark result may not accurately reflect the progress or performance of the ML

application under the target conditions. Failures of both types are common and contribute

to a misleading representation of progress within the ML field. Figure 2.1 presents spe-

cific issues of internal and external validity throughout the ML lifecycle. The authors

also propose a useful distinction between terms that are often used interchangeably in the

ML benchmarking context: learning problems and tasks. A learning problem comprises a

dataset of input and output pairs and an associated evaluation metric to score the proposed

solutions (functions that correspond to the input space). The example is the Librispeech

dataset with WER as a metric to score ASR systems. A task is described in a more general

manner, either in the everyday language or formally. There is no fixed definition of a task,

and the goal is not to set specific task definitions. Tasks can be found at different levels

of detail, for example, from ’dog vs. cat classification’ to ’animal classification’ to ’image

classification’, which naturally gives rise to a hierarchy (see Figure 2.2 ). For the purpose
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Figure 2.2: ML tasks and learning problems universe. Source: [72]

of evaluation, tasks are usually instantiated by learning problems. Given the above def-

initions, a “benchmark is a learning problem framed as an indicator of progress on some

task ” [72]. Benchmarks typically include a ranking system, contest, or other framework

that defines the current state-of-the-art. Enhancing WER performance on the English Lib-

rispeech dataset can be seen as an improvement in ASR task, but only within the specific

scope and use case determined by the dataset.

The recommendations to improve the robustness and reliability of ML benchmarks

include:

1. adoption of more rigorous experimental designs

2. improved documentation standards

3. sharing of research artifacts, enabling replication and inspection

4. development of benchmarks that more accurately reflect real-world conditions.

2.2.2 Examples of methods for curating ML benchmarking datasets

Introduction

Evaluation of ML solutions can be challenging. Factors such as the specific learning prob-

lem, the task at hand, the context of the application, and the objectives of the study must

be taken into account for the benchmark to be useful. In addition, evaluation datasets

are available from various sources, but their formatting, documentation, or access methods

are often inconsistent. As a result, choosing and organizing the evaluation process can
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be an additional burden for ML professionals and data scientists. Therefore, accessible,

curated, and maintained public benchmark resources are essential to identify the strengths

and weaknesses of different ML methodologies. The curation involves several processes

to ensure the utility of the datasets for benchmarking purposes. This section presents

examples of such curation processes and selected methods based on examples of popular

benchmarks from various ML subfields.

Examples of datasets curated for benchmarking purposes

Penn Machine Learning Benchmark (PMLB) alpha 2017 [96] is a curated collec-

tion of 165 datasets from a wide range of sources covering real-world, simulated and toy

problems. The datasets were standardized with numerically encoded categorical features.

Instances with fewer than 10 examples per class were removed to maintain reasonable

learning scenarios. The curated datasets were then made available via a Python interface

to simplify retrieval and working with the data. The authors performed a comparison of

meta-features of datasets and found that they lacked the diversity to properly benchmark

ML algorithms. The study also identified datasets for which the corresponding benchmarks

matched or exceeded human baselines or achieved a plateau in performance, resulting in a

so-calledbenchmark saturation. The study also identified more challenging datasets, offer-

ing a range of difficulties to test Machine Learning methods. The original 2017 article was

presented as an ongoing project and is still being developed.

Penn Machine Learning Benchmark (PMLB) v1.0 2020[121] The updated ver-

sion of the PMLB benchmarking suite was released in 2020 1. The original collection that

covered classification tasks has been expanded to include regression tasks. Each dataset

has been enhanced with a standardized metadata file that contains information about its

original source, purpose description, related publications, keywords, and details about in-

dividual features and their coding schemes. The structured metadata format simplified the

validation process, leading to improved data accuracy and easier addition of new datasets

by the community. The user experience has been enhanced with a new contribution guide

and an improved website interface that allows browsing, sorting, filtering, and searching

for datasets. Support for the R library was also added. Pandas-profiling reports for each

1https://epistasislab.github.io/pmlb/
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dataset were added that cover feature correlations and identification of duplicates and

missing values, allowing users to make informed decisions regarding necessary modifica-

tions prior to using a specific dataset.

GLUE 2019 The GLUE (General Language Understanding Evaluation) benchmark2

is the collection of tools and assembly of existing datasets for nine NLP tasks, such as

question answering, sentiment analysis, and textual entailment. GLUE includes test data

that were never made public and a hand-crafted diagnostic dataset for detailed linguistic

analysis. Manually annotated examples serve as a tool for error analysis, qualitative model

comparison, and the development of adversarial examples [145]. The benchmark focus is

not to reflect overall performance or generalization in downstream applications, but rather

to understand the performance of general versus specialized models and their capabilities

and limitations in handling complex linguistic phenomena.

SUPERGLUE 2020 SuperGLUE [144] builds on its forerunner, the GLUE bench-

mark, by incorporating a range of more challenging language comprehension tasks. Su-

perGLUE was developed in response to the realization that performance on the GLUE

benchmark exceeded that of non-specialist humans. New tasks were collected by issuing

an open invitation for task suggestions within the NLP community. The tasks were se-

lected based on their level of challenge for existing NLP methods and covered a variety of

formats, such as coreference resolution and question answering. The datasets were derived

from preexisting data to guarantee availability and consistency. The tasks must have avail-

able public training data, have an automatic performance measure that correlates well with

human evaluation, and should not require specialized knowledge beyond standard English

proficiency. Human performance benchmarks were established for all tasks, ensuring am-

ple scope for enhancing model performance. The benchmark was launched with a modular

toolkit that facilitates model training, testing, and assessment. This toolkit was based on

commonly used frameworks such as PyTorch and includes conventional models like BERT

for initial evaluations. The leaderboard3 was structured to promote fair competition and

meaningful comparisons of models. The guidelines for submissions are explicit on data

usage and the tasks are designed to reduce overfitting and enhance the interpretability of

model performance across a range of NLP tasks.

2https://gluebenchmark.com/
3super.gluebenchmark.com
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MMLU 20214 The Massive Multitask Language Understanding (MMLU) benchmark

is designed to assess text models across a broad spectrum of fields and complexity levels.

MMLU covers 15,908 questions from 57 topics. The questions were manually collected by

graduate and undergraduate students from openly accessible online resources. The few-shot

development (training) set has 5 questions for each subject, the validation set has 1,540

questions, and the test set has 14,079 questions. Each subject has questions of different

difficulty levels, from elementary to high school, college, and professional. This enables

one to gauge the depth of knowledge of a model and its capacity to deal with increasingly

difficult content. Baseline results from both non-specialized human test-takers and experts

are available. This comparison offers a context for assessing the performance of language

models in relation to human abilities. The MMLU is designed for zero-shot and few-

shot settings to evaluate the ability of models to generalize and apply knowledge without

extensive fine-tuning, as in many real-world scenarios.

BIG-Bench 20225 BIG-bench[135], which stands for Beyond the Imitation Game, is a

benchmark for language models, comprising 204 tasks put forward by 450 authors from 132

different institutions. The tasks are varied and cover a wide range of topics, including lin-

guistics, childhood development, mathematics, common sense reasoning, biology, physics,

social bias, software development, and more. BIG-bench’s emphasis is on tasks that are

thought to exceed the abilities of current language models. The tasks come in various

formats, such as multiple choice and text-complete questions. The curation process was

carried out transparently and cooperatively. Contributions were collected through GitHub

pull requests and then subjected to a peer review process. This approach guaranteed a

broad spectrum of tasks and viewpoints. Expert human raters were employed to complete

all tasks, establishing a reference point to evaluate the performance of the language models.

BIG-bench was created with the intention of facilitating the ongoing contributions of tasks

and evaluations, ensuring its continued relevance.

SUPERB 20216 SUPERB (Speech Processing Universal PERformance Benchmark)

[139] is a toolkit and leaderboard to benchmark the performance of a shared model in

a wide range of speech processing tasks with minimal architecture changes and labeled

4https://huggingface.co/datasets/cais/mmlu
5https://huggingface.co/datasets/bigbench
6https://arxiv.org/abs/2105.01051

22



data. Multiple speech processing is included, for example, phoneme recognition, automatic

speech recognition, keyword spotting, speaker identification, speaker verification, speaker

diarization, intent classification, slot filling, and emotion recognition. For the dataset to

be included in the benchmark, it must adhere to the conventional protocols accepted by

the speech community, be publicly accessible, and allow universal participation. datasets

considered to be the standard benchmarks for various tasks are included, e.g.

• LibriSpeech: Used for phoneme recognition and automatic speech recognition tasks.

• Speech Commands V1.0: Utilized for keyword spotting to detect predefined words.

• VOXCELEB1 : Employed for speaker identification and verification tasks.

• Fluent Speech Commands: Used for intent classification.

• IEMOCAP : Chosen for emotion recognition tasks.

Each task has specific metrics for evaluation, such as the WER for speech recognition, the

accuracy for keyword spotting and speaker identification, and the diarization error rate

(DER) for speaker diarization. The benchmark goal is to encourage the development of

models that can perform well on diverse speech processing tasks with minimal specific

tuning for each task.

ASR-GLUE 2022 ASR-GLUE [29] is a benchmark to study the effect of ASR error

on NLU tasks in terms of noise intensity, error type and speaker variants. Six NLU tasks

that are prevalent in speech-based scenarios are included: sentiment analysis, paraphrase

detection, and natural language inference. Data instances were manually selected from

existing NLU task datasets. The selection criteria excluded samples with non-standard

words or overly long sentences to ensure clarity and quality in speech-to-text conversion.

Six native speakers recorded the selected test samples in different noise environments. This

was done to simulate real-world speech variations and introduce controlled ASR errors. The

recordings were converted to text using an ASR system trained for this purpose. For tasks

that require labeled data, the dataset maintained the original labels of the source datasets,

ensuring that the impact of ASR errors could be assessed against known outcomes. The

dataset is maintained by Tencent AI Lab, is publicly available, and open to community

contributions.7
7ASR GLUE audio
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ESB 20228 The End-to-End Speech Benchmark (ESB) [34] aims to evaluate ASR

systems in various domains, eliminating the need for domain-specific adjustments. ESB

consists of a range of speech datasets from various domains, including audiobooks, polit-

ical speeches, educational talks, among others. Data instances are sourced from existing

datasets such as LibriSpeech, Common Voice, VoxPopuli, TED-LIUM, GigaSpeech, SPGIS-

peech, Earnings-22, and AMI. The source datasets of ESB are freely available and accessi-

ble datasets to encourage broad participation and usage in the speech research community.

Transcription artifacts, such as punctuation and casing, which are usually normalized in

many ASR systems, are preserved in this benchmark to enhance the complexity and realism

of speech recognition tasks. The diagnostic dataset with manually verified transcriptions

is used for the public leaderboard available on the Hugging Face platform. 9

2.3 Benchmarking of Automatic Speech Recognition Systems

This section presents a relevant work on the problem of evaluation of ASR systems. Popular

methods, metrics, taxonomies, and analysis frameworks are discussed, along with known

challenges and design considerations.

2.3.1 Introduction

The evaluation process involves a numerical measurement of the usefulness of the output

generated automatically for a given Machine Learning task. In case of ASR, typically

aSpeech dataset and WER metric are used to represent Machine Learning task as a spe-

cific Learning problem [72]. For example, the English ASR task can be assessed as a

learning problem consisting of Librispeech Speech dataset and the metric WER[100]. The

task of automatic recognition of Polish customer support conversations can be defined as

the learning problem using the DiaBiz corpus and WER metric [112, 110]. The task of

recognizing clean English speech defined using the Librispeech dataset reached the stage

of benchmark saturation[148]. Furthermore, ASR systems can show on-par performance

with humans on one set of Benchmark datasets and subpar accuracy across other set of use

cases. As reported by Likhomenanko et al. “No single validation or test set from public

8https://huggingface.co/datasets/esb/datasets
9Open ASR Leaderboard
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datasets is adequate to gauge transferability to other public datasets or to real-world audio

data” [73]. ASR systems based on an end-to-end architecture could even generate incoher-

ent output when tested on speech from a domain that was not present in the training data

[55]. Furthermore, the error rates of contemporary ASR systems evaluated on popular

datasets can be lower than those achieved by trained humans [152]. Given the limited

transferability of the evaluation results between learning problems and datasets, Aksenova

et al. [2] suggest that the ultimate objective of the ideal ASR benchmark should be to

verify the capacity of the ASR system to generalize in a wide range of use cases. Methods

for comparing systems or ASR technologies can be classified as subjective or objective [15].

Subjective methods involve humans in the evaluation process and are best suited to assess

the impact of ASR recognition error and root cause [101, 58, 28] or validate the quality

of the evaluation data [148]. Their drawback is the inconsistency in quality assessment by

human subjects and the cost of applying at scale. Objective methods offer the advantage

of generating reproducible results because they do not require human involvement. Their

key benefit is automation, with the resulting lower cost and faster execution. However,

effectively evaluating the practical usability of ASR output in the context of the target

application remains a challenge due to the complexity of the processes involved [104, 137].

To decide which system offers the best performance, relying solely on accuracy metrics

such as WER may not be enough. Additional metrics to be considered include latency

(real-time factor RTF [127] or precision in the downstream task [129].

2.3.2 Overview of ASR benchmark design considerations

The following aspects have impact on the utility of ASR benchmark:

• scope of evaluated ASR systems,

• diversity of datasets and use scenarios,

• reliability of datasets,

• diversity of analysis dimensions,

• availability of evaluation results,

• reproducibility of evaluation results.
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ASR systems, with their wide range of applications and tasks, should ideally be resilient

to different types of speech input variation. For instance, an ASR system that generates

automatic captions for video meetings should be capable of recognizing words from diverse

semantic fields, adjusting to the meeting’s subject. The characteristics of speech can

also differ across various contexts: for instance, the style of speech used for dictating text

messages is different from that of a group discussion, where participants might occasionally

interrupt each other. Therefore, the benchmark can cover many ’horizontal ’ and ’vertical ’

challenges [2]. Horizontal challenges refer to ASR use cases, while vertical challenges refer

to diversity of subjects, encoding formats, etc. The authors argue that “the more horizontal

and vertical areas are covered by a benchmark, the more representative it will be, and hence

it is more appropriate to measure ASR progress”.[2] These challenges and related aspects

are discussed in more detail in the following subsections.

2.3.3 ASR use scenarios

Ideally, the benchmark for ASR systems covers many ASR use cases. The best way to

represent various usage scenarios is the creation of a comprehensive Speech dataset, either

by merging existing datasets [73, 12] or by collecting new data to fill the gaps. Aksenova

et al. [2] proposed a taxonomy of ASR use cases based on their experience developing

an ASR-based customer-facing product at Google. The overview of the challenges and

differences in the use cases can be found in tables 2.1 and 2.2, respectively.

Text dictation function is to enable the input of text into a digital device with-

out manual typing. Typically, it involves relatively slow speech from a single speaker.

As the user consciously interacts with a device, the speech is adjusted to maximize the

chance of correct understanding [18]. Typical applications include general purpose dicta-

tion on desktop / mobile / portable devices, medical records transcription [78, 87], legal

proceedings transcription[41, 23], language learning with computer-aided pronunciation

feedback[82, 119] and speech-to-speech translation [134].

Voice search and control allow individuals to retrieve information or perform tasks

through verbal commands. Speech patterns have human-to-device interaction characteris-

tics and often contain specific nouns required to perform the task, for example, navigate to

a location of interest or play a song on a streaming service. Another example is interactive
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voice response (IVR) applications, where individuals contacting customer service engage

with a voice-operated chatbot. This chatbot can either assist in collecting data before

transferring the call or be capable of addressing the problems on its own. [86]

Voicemails, oration, and audiobooks scenarios include using the ASR system to

provide transcription for voicemail messages [48, 5], parliamentary speeches [65, 66, 143,

35, 107, 57, 62, 76, 51, 67, 133], and audiobooks [115, 100]. In these scenarios’ speech

typically originate from a single speaker. Spontaneity artifacts such as hesitations, fillers,

back-channel speech, disfluencies, false starts, and corrections are present [37, 84]. In case

of audiobooks the human-to-human speech features are less prevalent[50].

Conversations and meetings scenario typically involves transcribing spontaneous

speech among several participants within a single audio recording. As with voicemails,

oration and audiobooks, this type of speech is considered human-to-human speech. The

presence of noise, overlapping, and distant speech adds to the challenge of recognizing

spontaneous speech [54]. Practical applications include the transcription of video meetings

[150] and customer-agent conversations [112, 113].

Podcasts, movies and TV podcasts scenario involve transcribing interviews or

motion pictures to make them more accessible [17, 109, 111]. Such applications require

ASR systems to be robust to non-speech audio like music and special effects. The challenge

in recognizing multi-speaker human-to-human speech arises from the existence of fillers,

overlapped dialogue, and interruptions. It is important to differentiate between movie

subtitling and TV closed captioning. Subtitling is considered an ’offline’ task because the

entire audio is accessible to the ASR system at the time of recognition, allowing for multiple

iterations, including human post-editing. In contrast, closed captioning involves real-time

processing of the audio stream under strict latency restrictions. Subtitles frequently include

non-verbal cues that aid in understanding for those with hearing impairments, and they

are designed for readability. Close captions are typically displayed in capital letters with

fewer restrictions. [2]

2.3.4 Technical challenges

ASR applications also vary in other aspects such as the semantic content of the input

speech (for instance, a lecture on physics vs. a phone conversation to arrange a medical
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Aspect Description Challenge
Dictation Slow speech, awareness of the

interaction with the device,
domain-specific jargon.

Application-
specific
vocabulary

Voice Search and
Control

Short device queries, including
proper nouns and specific tokens.

Application-
specific
vocabulary

Voicemails,
Oration,
Audiobooks

Spontaneous elements such as
fillers, hesitations, and disfluencies.

Speech Variation

Conversations
and Meetings

Spontaneous speech with challenges
in transcribing overlapping speech.

Speech Variation

Podcasts, Movies,
TV

Requires robustness to non-speech
audio, with distinctions between
subtitling and closed captioning.

Acoustic
Environment

Table 2.1: ASR use scenarios overview. Inspired by work of Aksenova et al.[2]

Scenario Source and
recipient

Interaction
type

No of
sources

Speech
type

Dictation Human-to-device monolog Single Spontaneous
Voice Search and
Control

Human-to-device dialog Single Spontaneous

Voicemails,
Oration,
Audiobooks

Human-to-human monolog Single Read,
Spontaneous

Conversations
and Meetings

Human-to-human dialog Multiple Spontaneous

Podcasts, Movies,
TV

Human-to-human dialog Multiple Spontaneous

Table 2.2: Types of sources, recipients, and modes for various ASR use scenarios. Inspired
by work of Aksenova et al.[2]
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appointment), the audio encoding format and the sample rate, among other factors. Ideally,

a benchmark should take into account as many of these elements as possible. The aspects

are summarized below and in Table 2.3

Terminology ASR systems, given their wide application across various fields, must

have the ability to recognize a wide range of unique words. Ideally, datasets used for

benchmarking encompass terms and phrases from a multitude of fields, such as medical

terminology or historical phrases. ASR systems should also be adept at recognizing neolo-

gisms, despite the inherent challenge posed by their rapidly evolving nature and trending

status. Special attention during measurements should be given to loanwords, as they often

involve atypical grapheme-to-phoneme correspondences.

Speed The ideal benchmark should include samples with a variety of speech rates

to assess the impact on recognition accuracy [132]. This is particularly relevant for paid

services. In these services, users may be tempted to intentionally speed up recordings. They

might also eliminate easily identifiable silence segments to reduce costs. Consequently, this

can result in unnatural pitch shifts or sentence boundaries.

Acoustic Environment The context in which the audio input was recorded, be it

a real-life or phone conversation, video call, or dictation, can significantly influence ASR

performance. Ideally, datasets should be designed to gauge the robustness of an ASR

system against background noise and other environmental variables [130]. The audio may

contain content not intended for transcription, for example, background music.

Encoding Formats Finally, ASR accuracy can be affected by Audio encoding or

Sampling rate [25, 108, 106]. Ideally, the datasets and the evaluation process should take

these phenomena into account.

Aspect Description Challenge
Terminology
and Phrases

Diversity of vocabulary across domains, including ne-
ologisms and domain-specific terminology.

Vocabulary

Speech Speed Challenges presented by varying speech rates, requir-
ing diverse samples.

Speech
Variation

Acoustic
Environment

Impact of recording environment and background
noise on performance.

Noise

Encoding
Formats

Effects of audio encodings and sample rates on recog-
nition quality.

Diversity

Table 2.3: Vertical aspects of ASR challenges. Inspired by: [2]
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Practical considerations

Aksenova et al. list the practical considerations when designing the ideal ASR benchmark.[2]

The summary can be found in the following paragraphs and Table 2.4

Transcription Conventions Maintaining consistency in speech transcriptions can be

a challenging task. Numerous issues arise in practical scenarios. There are multiple stan-

dards and conventions for speech transcription [128]. Non-speech events like hesitations

or fillers can be transcribed in multiple ways. The same is true for proper names and

slang, which often occur in various spellings and pronunciations. Therefore, the choice of

a specific transcription convention should always consider the downstream task. For ex-

ample, voice control, message dictation, or podcast transcriptions can exclude repetitions,

disfluencies, and filler words. However, for subtitling or dialog systems, information about

conversational clues can be highly relevant. To create or curate high-quality datasets,

appropriate transcription conventions should be used according to established best prac-

tices [128], especially in multilingual [7] or medical settings [79]. Detecting and rectifying

transcription errors is also important [148, 122]. Transcriptions can be expressed in a

’spoken domain’ or a ’written domain’ form. In former numbers are expressed as words,

e.g., ’twenty-two’, while in latter numbers are expressed as numbers ’22 ’. Real-world ASR

applications for readability or downstream use (e.g., for a natural language understanding

system) can benefit from the fully-formatted, written-domain transcripts[97, 2]

Representativeness The primary consideration for representativeness is the similar-

ity of test recordings to real-world audio signal and utterance domain characteristics. For

example, when evaluating an ASR system’s proficiency in processing speech amidst back-

ground noise, the noise level in the test sets should not exceed the threshold at which

humans would find it challenging to accurately transcribe the audio.[2] Another factor ac-

counting for the representation of reality for noise robustness evaluation is the impact of the

Lombard effect [141]. datasets with artificially introducing noise do not account for it and

therefore are less realistic than recordings collected under noisy conditions [106, 77, 58].

The secondary consideration is the set size (number of recordings). It should be large

enough to ensure the proper predictive power of the error estimation metrics. Ideally, the

benchmarking process should cover validation if performance differences are statistically

significant.
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Practical aspects Challenges
Transcription format Different conventions across datasets:

‘spoken-domain’ – three thirty
‘written-domain’ – 3:30

Representativeness of test
set

Sample must represent real-world case.
Impact of noise level (Lombard effect).
Sample size must be large enough to represent target group.

Table 2.4: Practical challenges of ASR evaluation process

2.3.5 Performance metrics

Overview

Within a practical deployment scenario, determining the ’best ’ system often depends on a

comprehensive analysis of various metrics, not just the average WER in all subsets of the

ML evaluation set. A system may have a lower WER, but if it has a considerably higher

latency, it might be less suitable for deployment, even if it has a lower WER score. Latency

is typically defined as the average time delay from the completion of each spoken word to

when it is outputted by the ASR system. The total latency encompasses all processes from

the initiation of microphone activity to the final display of results, inclusive of network

overhead and potential post-processing such as capitalization, punctuation, etc. A ’pure’

ASR latency metric disregards these factors and concentrates on the processing duration

of the recognition engine. However, latency in relation to voice assistant commands might

take into account the delay prior to the successful recognition of a command, which can

occasionally occur before the completion of the spoken phrase. [2] Finally, given the limi-

tations of WER, making an informed decision about the performance of downstream tasks

requires additional human inspection or the use of more advanced metrics. The overview

of the most popular metrics examples or categories can be found in Table 2.5.

Precision and Recall

Precision measures the proportion of correctly recognized words out of all words that the

ASR system recognized, while recall measures the proportion of correctly recognized words

out of all correct words in the reference.

Precision = TruePositives
TruePositives+FalsePositives

Recall = TruePositives
TruePositives+FalseNegatives
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Metric Definition Challenges
Precision Proportion of correctly recognized

words out of all words that the ASR
system recognized

Ignores context and
syntax (word order).
Over-penalizes ommission
errors.

Recall Proportion of correctly recognized
words out of all correct words in the
reference

Ignores context and
syntax (word order).
Ignores insertion errors.

F1-score Harmonic mean of precision and recall. Ignores context and
syntax (word order).

Word Error
Rate (WER)

Number of word-level operations
(substitutions, insertions, and deletions)
required to transform the ASR output
into the reference transcript, divided by
the total number of words in the
reference.

Depends on transcription
conventions. Does not
reflect functional accuracy.
Ignores semantics.

Character
Error Rate
(CER)

Number of character-level operations
(substitutions, insertions, and deletions)
required to transform the ASR output
into the reference transcript, divided by
the total number of characters in the
reference.

Less intuitive for
languages using words as
base semantic unit.
Ignores semantics. Does
not reflect functional
accuracy.

Sentence
Error Rate
(SER)

Number of sentences containing error
divided by the total number of
sentences considered during evaluation.

Over-penalization of small
errors. Ignores semantics.
Does not reflect functional
accuracy.

Vocabulary
recall

Number of correctly recognized
domain-specific keywords.

Over-sensitive to
non-canonical spelling of
named-entities.

Real Time
Factor
(RTF)

Time required to process the audio
divided by the audio length.

In case of cloud systems
sensitive to network
latency.

Latency Time from the start/end of the
recognition process to the availability to
the downstream task.

Application specific
definition of latency.

Semantic
distance

Distance between a reference and
hypothesis pair in a sentence-level
embedding space.

Requires a pre-trained
encoder.

Human
annotation
derived

Assessment of error severity, type, root
cause etc. context-breaking,
normalization issue, incorrect reference
transcript.

Resource intensive.

Table 2.5: Metrics used for ASR evaluation
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Both precision and recall provide bounds between 0 and 1 (0% to 100%), where 1

indicates perfect recognition. The balance between these two metrics is crucial, especially

in applications like medical transcription, where both missing a critical term (low recall)

and recognizing noncritical terms (low precision) have different implications for usability.

Precision and recall offer a nuanced view of ASR performance by highlighting the trade-

offs between missing important words and incorrectly adding unneeded words. However,

these metrics alone do not capture the overall efficiency of the system unless combined

into a composite metric such as the F1 score, which is defined as the harmonic mean of

precision and recall.

F1 = 2 × precision×recall
precision+recall

An ASR system designed for medical transcription that achieves high precision, but low

recall, might be preferred in scenarios where false positives (e.g., incorrect drug names) are

more dangerous than false negatives (missed but not critical terms). However, this prefer-

ence could reverse in a different application context, for example, meeting transcriptions,

where the omission of specific words could be detrimental to understand the conversation.

Word Error Rate (WER)

WER is calculated as the sum of substitutions, insertions, and deletions divided by the total

number of words in the reference text. WER = (S+D+I)/N = (S+D+I)/(H +S+D)

where:

• S – number of substitution errors

• D – number of deletion errors

• I – number of insertion errors

• H – number of hits (correctly recognized words).

• N – number of words in the reference transcription. Sum of hits, substitutions, and

deletions.

WER can also be expressed as a percentage. WER = (S + D + I)/N ∗ 100

WER metric is sensitive to the format of the reference transcription. The ’spoken-

domain’ format has informal text that represents exactly what was pronounced by the
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speaker. The ’written-domain’ follows specific text formatting rules. For example, if the

reference is ‘Set the timer for 00:02:30’ and the ASR outputs ’set an alarm for two minutes

and thirty seconds’, the differences in format, punctuation, and capitalization are penal-

ized by the WER metric, despite the fact that the ASR recognition result is correct.[137]

Normalization of errors by the total number of words in the reference transcription can

also lead to situations where WER exceeds 1 or 100%. This happens when there are more

errors in the insertion than there are words in the reference. This characteristic of WER

complicates its interpretation, making it challenging to compare systems with very high

error rates. It is also nontrivial to understand the impact of different types of transcription

errors on the final score, as each type of error (insertion, substitution, deletion) contributes

equally to the error rates level.

The primary advantage of WER is its straightforward representation of the accuracy

of the ASR with a single number. WER is relatively easy to calculate and commonly

used, making it a standard metric in the field. The major drawback of WER is the

over-penalization of insertion errors or sensitivity to text normalization differences[137].

The WER also does not reflect the varied significance of errors in different application

contexts[148, 58]. In case of ASR for virtual assistants, high WER for recognition of phone

numbers used by voice dialing app or places of interest used by navigation application

is more detrimental than for less critical applications e.g., rarely used advanced camera

settings. Furthermore, two ASR systems can have identical average WERs, but the first one

may consistently not recognize numbers, while the second one has more evenly distributed

errors across various token types. Although their average WERs are the same, the first

system might be unsuitable for tasks requiring precise number recognition, demonstrating

how the average WER might not fully capture the practical usability of ASR systems in

specific contexts.

It is worth to note that the symmetrical metrics to WER called Word Accuracy Rate

(WAR) or Word Recognition Rate (WRR) were also used in the pass[81, 131]. WAR and

WRR metrics are calculated by subtracting the value of WER from 1. WAR = 1−−WER

WRR = 1 −−WER
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Local WER and Variability Measures

Local WER refers to the WER calculated for specific recordings or recording segments,

such as individual sentences or turns in a conversation. This approach helps identify

variability in ASR performance in different types of content or speaking styles. Variability

can also be quantified using statistical measures like standard deviation and percentiles to

describe the distribution of WER scores between these segments. The standard deviation

of the WER scores across segments provides insight into the consistency of the performance

of an ASR system. The lower standard deviation indicates more reliable ASR behavior

across different speech inputs. Percentiles, particularly higher percentiles like the 95th,

show the upper bound of errors, highlighting the worst-case scenarios. Segmenting WER

calculations allows for a more detailed analysis of where an ASR system performs well or

poorly, enabling targeted improvements. However, this method requires a larger amount

of annotated data to ensure statistical significance and could obscure overall performance

trends if not interpreted carefully. If an ASR system shows a low average WER but a high

95th percentile WER, it indicates that while most of the system’s outputs are correct,

there are occasional but significant accuracy issues. This variability may be acceptable

in general consumer applications but unacceptable in high-stakes environments such as

emergency services or industrial device control.

Match Error Rate (MER) and Word Information Lost (WIL)

According to Morris et al. the more relevant performance metric for ASR than WER is

the ratio of information conveyed correctly. The authors proposed two new metrics: MER

(match error rate) and WIL (word information lost). MER is the proportion of I/O word

matches that are errors. [90]

MER = (S + D + I)/(H + S + D + I) where:

• S – number of substitution errors

• D – number of deletion errors

• I – number of insertion errors

• H – number of hits (correctly recognized words).
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WIL is a simple approximation to the proportion of lost word information [90] WIL =

1 −−WIP

WIP = H
N1

· H
N2

where H is the number of hits (correctly recognized tokens), N1 is the

length of the reference in tokens, and N2 is the length of the ASR hypothesis.

Both MER and WIL were designed to fall in the range from 0 to 1, where 0 indicates

perfect performance and 1 indicates complete information loss. These designs address the

drawback of WER, which is the lack of upper bound in case of a high number of insertion

errors. The difference between the values of WER, MER, and WIL for various scenarios

are presented in Table 2.6. Table explanation:

Reference Output H S D I %WER %MER %WIL
X X 1 0 0 0 0 0 0
Xiii XXYY 1 0 0 3 300 75 75
XYX XZd 1 1 1 0 67 67 83
X Y 0 1 0 0 100 100 100
Xi YZ 0 1 0 1 200 100 100

Table 2.6: Differences between WER, MER and WIL values for different input/output
combinations. Source: [90]

• Reference – Words to be recognized (ground truth). XYZ represent arbitrary words.

Symbol i represents the insertion error.

• Output – Word(s) recognized by the ASR system. Symbol d represents deletion error

• H: Hits – Number of correctly recognized words.

• S: Substitutions – Number of words that were incorrectly changed.

• D: Deletions – Number of words that were omitted in the ASR output

• I: Insertions – Number of words that were added in the ASR output.

• %WER: Word Error Rate – The percentage of word-level errors in the ASR output

compared to the reference.

• %MER: Match Error Rate – The percentage of word-level errors in the ASR output

compared to the length of the ASR output.

• %WIL: Word Information Lost – The percentage of information lost due to errors.
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Semantic-WER (SWER) Semantic Word Error Rate (SWER) is the evaluation

metric to assess the usability of ASR in downstream tasks such as understanding spoken

language and information retrieval proposed by Somnath Roy [125]. SWER extends the

traditional WER by incorporating semantic weights into the evaluation process. SWER

assigns weights to errors based on their semantic significance, differentiating between types

of errors (substitutions, deletions, insertions) and their impact on the meaning of the tran-

script. For instance, errors involving named entities or key semantic words are weighted

more heavily than other errors. This approach attempts to provide a more nuanced un-

derstanding of the accuracy of the ASR, reflecting how well the ASR output preserves

the intent and meaning of the spoken input. SWER integrates the concept of semantic

distance using NLP techniques to calculate the similarity between words in the reference

and hypothesis. It uses character error rate (CER) for specific cases like spelled-out en-

tities, enhancing the metric’s sensitivity to errors that affect understanding significantly.

The calculation involves complex weighting schemes that consider both the type of word

affected by an error and its semantic role in the discourse. This approach allows SWER

to better align with human judgements of transcript quality, particularly in tasks where

semantic accuracy is crucial.

The primary advantage of SWER is its ability to reflect the qualitative impact of

ASR errors on the usability of transcripts in specific applications, which traditional WER

cannot adequately capture. This makes SWER particularly valuable for applications where

the precise understanding of the content is more critical than the sheer precision of the

transcription. However, the complexity of SWER, including the need for semantic analysis

and custom weight settings for different applications, can be a drawback. It requires more

computational resources and deeper linguistic analysis, which may not be feasible in all

settings.

Semantic Distance (SemDist)

Semantic Distance (SemDist) proposed by Kim et al. utilizes advanced language models

such as BERT, RoBERTa, and XLM to calculate the semantic similarity between a ref-

erence transcription and the ASR hypothesis. Unlike WER, which assesses the syntactic

correctness by counting each error equally, SemDist assesses the semantic correctness of the
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outputs. This approach helps identify whether deviations from the reference significantly

alter the conveyed message or the user’s intent. Calculating SemDist involves extract-

ing token-level embeddings from the speech content and comparing them using similarity

metrics, which requires careful selection of the language model and embedding strategy.

SemDist reflects a more nuanced understanding of linguistic variations, recognizing that

not all deviations from a transcript are equally detrimental to understanding. This metric

often uses similarity measures, such as cosine distance, to evaluate how closely the meanings

of two sets of embeddings align, providing a quantitative measure of semantic accuracy.

The main advantage of SemDist is its ability to correlate more effectively with user sat-

isfaction and functional correctness in scenarios where semantic comprehension is critical.

It is particularly useful in evaluating systems where the precise conveyance of information

is more important than verbal accuracy. However, the complexity of its computation and

the need for advanced NLP tools can be a limitation, especially in resource-constrained

environments or languages with fewer computational resources. SemDist was shown to

align closely with user judgments, effectively distinguishing between semantically critical

and non-critical errors in more than 100,000 user-annotated ASR outputs. [56]

Stokke’s Semantic Distance Metric

Stokke developed a semantic evaluation metric using Norwegian BERT models to compute

the semantic distance between words in a transcript.[136] Similarly as SemDist metric

measures the cosine distance between word embeddings, reflecting the semantic similarity

perceived by humans. The challenge lies in accurately representing words with embedded

words and ensuring that the distance calculation meaningfully corresponds to the semantic

differences perceived by users. Using cosine similarity, Stokke’s metric quantifies semantic

similarity in a way that aims to mirror human perception. The cosine distance measures

the cosine of the angle between two vectors, with a smaller angle (and a higher cosine value)

indicating greater similarity. This approach provides a direct assessment of the semantic

coherence between the reference and the ASR output.

The primary advantage of Stokke’s semantic metric is its focus on semantic content,

which can offer more detailed insights into ASR performance, especially in terms of user

perception and usability. However, this method’s reliance on high-quality, language-specific
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BERT models can be a limitation, particularly for languages with limited NLP resources.

Furthermore, the interpretation of cosine distances as measures of semantic similarity may

not always align perfectly with human judgments, necessitating calibration and validation

against human evaluations. In Stokke’s study, the semantic metric was compared with

both WER and human judgments using an online survey, showing that it is more closely

aligned with human perceptions of semantic accuracy than WER. This validation under-

scores the potential of semantic metrics to provide more meaningful evaluations of ASR

systems, especially in understanding the impact of ASR errors on user experience and task

performance.

Manual Error Analysis – German language Wirth and Peinl performed a detailed

error analysis for ASR for the German language [148]. The goal was to understand the

qualitative aspects of model performance, which the WER metric alone is not able to

provide. The analysis included root-cause analysis and categorization of errors based on

their nature and impact. The error categories covered negligible, minor (non-context-

breaking), major (context-breaking) errors, as well as errors related to proper names,

homophones, flawed ground truth, and invalid audio. The authors provided examples

of errors with significant semantic implications, such as incorrectly recognizing "waffeln"

(waffles) as "waffen" (weapons), which completely changes the meaning of the sentence.

Manual Error Analysis – Korean language

Another recently introduced evaluation process and metric is KEBAP (Korean Error Ex-

plainable Benchmark dataset for ASR and Post-processing)[58]. The objective is to improve

the accuracy and readability assessment of ASR systems. KEBAP framework differentiates

speech- and text-level errors in ASR output. As a result, it provides a detailed analysis

of ASR system performance in various noisy environments and speaker characteristics.

The speech-level category includes 37 noise types and speaker characteristics, while the

text-level category lists 13 types of textual errors. This granular categorization helps in

pinpointing specific vulnerabilities of ASR systems, moving beyond the traditional met-

rics like WER and CER, which do not fully capture the nuances of ASR performance in

real-world scenarios. Multiple types of error allow one to examine the variance in system

response under different conditions. The authors also assessed how varying types of noise
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and textual errors correlate, providing insights into the robustness of ASR systems under

different speaking conditions. The new method revealed the complexity of evaluating ASR

systems, as traditional metrics might not fully reflect the user experience or the functional

correctness of the transcriptions. The KEBAP framework enables better diagnostics and

targeted improvements in ASR systems, but at the cost of complexity and extensive data

annotation. Effective categorization requires a deep understanding of the types and sources

of potential errors, which could be resource-intensive.

Real-Time Factor

RTF is calculated by dividing the time taken to process an input signal by the duration

of that signal. [20]. RTF = f(d)
d , where f(d) is the time needed to process an input of

duration d. The RTF is interpreted as follows:

• RTF = 1: The system processes the input in real time. This means that it takes

exactly as long to process the input as the input lasts. For example, a one-hour audio

file is processed in one hour.

• RTF > 1: Processing takes longer than the input duration. For example, an RTF of

2 means that a one-hour input takes two hours to process.

• RTF < 1: The system processes the input faster than in real time. An RTF of 0.5

means that a one-hour input is processed in 30 minutes.

For streaming ASR systems, it is necessary to maintain an RTF less than one. Similarly to

WER and latency, RTF samples create a distribution. Understanding its shape is crucial

to determine the worst-case scenario. In practical settings, there is a trade-off between

ASR system speed and quality. A broader space for hypotheses slows the search process,

but enhances the chances of identifying the right hypothesis. In contrast, a smaller search

space facilitates rapid decoding, but typically leads to higher WER. It is common practice

to present an RTF vs. WER curve that illustrates all potential operating points, allowing

for a balanced trade-off. [2]
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Hallucination

Modern ASR models can hallucinate transcriptions i.e. provide random outputs for speech

out-of-domain pr audio without any speech present [55, 71]. The susceptibility of an ASR

system to these hallucinations can be assessed by testing it on datasets from domains

not exposed during the training phase. Moreover, the use of reject sets is feasible, which

incorporate various types of audio that should not be transcribed: such reject sets, for

instance, might include various noises (e.g. AudioSet) [37], silence, speech in other lan-

guages, and so on [118, 88, 31]. A related topic is adversarial attacks, when a particular

message is ‘hidden’ in audio in a way humans cannot hear, but may deceive ASR systems

into transcribing in an unexpected way. [151, 47]

Summary

This subsection provides a summary of the different metrics used to evaluate the perfor-

mance of the ASR system. The field of ASR evaluation is rapidly evolving. Traditional

metrics such as WER might not align closely with human evaluations or performance in

actual applications. Semantic-based methods are gaining popularity to overcome the lim-

itations of commonly used metrics such as WER, CER, and MER. A similar shift has

been observed in the Machine Translation (MT) field, where the BLEU metric, which is

based on lexical information, has been replaced by the COMET metric. Similarly to the

MT field, gaining insight into the root causes of ASR quality issues requires even more

costly, annotation-based evaluation. Such a fine-grained quality assessment can accelerate

the development of new ASR technologies that take advantage of phonetic and linguistic

features more effectively. [98]

2.3.6 Evaluation results analysis

As proposed by Aksenova et al. ’the ideal benchmark for ASR systems would cover as many

horizontals and verticals as possible and would involve various kinds of metrics beyond just

WER’.[2], The authors advocate for an analysis utilizing available demographic information

about speakers, for example, measuring differences in recognition performance for different

accents, age ranges, and gender. Since their call for action, numerous studies on measuring

ASR bias along demographic characteristics were conducted for English [1, 39, 11, 74, 80,
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92, 32], Portuguese [69], and Dutch [30]. The survey of accented speech evaluation was

conducted by Hinsvark et al. [44]

Linguistic variations often corresponding to demographic characteristics include: • pho-

netic differences, how vowel realizations for specific accent • phonological differences, e.g.,

differences in phonemes across dialects of a language • lexical differences, e.g., region-

specific terminology • voice quality differences, e.g., pitch differences correlated with pa-

rameters such as gender [111] and age [94]

The authors advocated following the example of Common Voice with respect to col-

lecting and documenting speaker demographics metadata. They also recommend to prac-

titioners to validate whether the sociolinguistic profile of the data used for training and

evaluation matches the target user base. Linguists and creators of ASR systems should

work together to determine and represent the most important linguistic aspects from a prac-

tical standpoint. Even if a large array of demographic metadata is available, organizing

and interpreting the valuation results can be challenging. Therefore, the authors propose

a "metric-independent population-weighted visualization framework designed to evaluate

ASR systems based on demographic metadata". The core idea involves computing evalu-

ation metrics for specific slices based on metalinguistic parameters. These sliced metrics

help identify performance disparities between groups. Given that evaluation sets often do

not perfectly represent the target user base, the authors recommend adjusting slice metrics

using real-world population statistics to reflect actual demographic distributions, such as

reweighting scores for male and female slices if the dataset predominantly contains male

recordings.

To simplify the analysis, they suggest dividing all speakers into distinct groups based

on particular linguistic or demographic characteristics. For example, the population can

be divided into three distinct groups: group A (65% of the population), group B (30%)

and group C (5%). The two subplots in Figure 2.3 show evaluations of two ASR models for

these groups, where the WER scores are indicated by bar heights, and the bar widths show

the size of the group. In the real test dataset, group A constitutes 80% of the data, while

groups B and C each constitute 10%. Encoding the actual population distribution using

the bar widths provides an intuitive understanding of how ASR systems handle linguistic

diversity across the target group. Adjusted weights can also be used to calculate single-
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Figure 2.3: Examples of WER sliced into groups A, B, and C, with the width of the bars
reflecting relative sizes of those groups. Source: [2]

weighted performance scores, which are more representative of actual ASR performance

given the demographics of the target group. Authors argument that also the disparity

of the ASR performance across various groups should be calculated. The systems with

WER scores for 3 groups shown in Figure 2.3 have the same average WER, but the system

shown in subplot 2 is clearly more consistent. The system in the bottom subplot shows

3.5 absolute points difference between the worst and best groups, while the top one has

12.8 absolute points. Slicing can be based on just a single parameter or on parameter

intersections. Naturally, the more groups are intersected, the more challenging it is to fill

every bucket with enough samples to obtain solid statistics and to control for all other

variables not considered. The authors proposed a non-exhaustive list of representative

and mutually exclusive slices to be considered when benchmarking ASR systems. The

categories are presented in Table 2.7
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Analysis dimension Scope
Regional language
variation

Impact of phonological, lexical and syntactic
differences for various dialects.

Sociolects Impact of phonological, lexical and syntactic
differences for various social groups.

L2 background Impact of L1 language characteristics on L2 speech
recognition.

Gender, age, and pitch Impact of voice pitch, speed, pronunciation clarity.

Table 2.7: Evaluation results analysis dimensions

2.4 ASR speech datasets management methods and tools

2.4.1 Introduction

Speech datasets are the cornerstone of the research and development of ASR (Automatic

Speech Recognition) systems. These datasets typically comprise digital speech recordings,

annotations, metadata, and documentation. The purpose of speech datasets includes train-

ing the ASR system or its various components (such as language models, acoustic models,

and post-processing modules) and facilitating quality evaluation.[147]

Typically, datasets are segmented into at least two subsets: one for training and the

other for testing. The training set is used to fine-tune the model parameters of the system.

In contrast, the testing set evaluates the system’s performance after training. Additionally,

a validation split is often provided as a third partition or derived from the training set for

hyperparameter tuning during training. [105]

Maintaining a clear separation between training and testing data is vital to ensure

unbiased evaluation of system performance and prevent leakage of test data[72]. This

separation helps to validate the model’s ability to generalize to new, unseen data, which

is a crucial factor in the development of effective ASR systems and the main objective of

the evaluation process [2]

The success of developing or evaluating an ASR system depends on the dataset that

accurately reflect the essential characteristics needed for the task. It is critical because irrel-

evant speech and language variations within the dataset can negatively affect the accuracy

of recognition or the ecological validity of evaluations.[72] For example, when creating a

system designed to recognize isolated words on mobile phones [147], it is important to use

a corpus consisting of mobile speech recordings of the words to be recognized. In con-
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trast, a general (large-vocabulary) ASR system requires training on a diverse set of speech

samples to effectively cover a wide range of real-life speech scenarios. [3, 43, 13, 33, 115]

The larger the volume of utterances with varied characteristics (e.g. recording conditions,

speaker gender, age, and accents), the more robust the resulting ASR system [75, 114].

To effectively select data for training or evaluation, detailed and precise metadata are re-

quired. This includes transcription and annotation guidelines, as well as information about

a speaker, such as native language, dialect, age, gender, and level of education. Documen-

tation of recording conditions, noise sources, and recording equipment further increases

the practical utility of the dataset for evaluation purposes.

2.4.2 ASR speech dataset lifecycle

The ASR speech dataset lifecycle typically involves four main stages:

1. Collection stage: Acquisition of recordings in digital format.

2. Annotation stage: Transcription of speech data, annotating duration of speech

segments, or tagging non-speech events such as background noise or laughter.

3. Curation stage: Preparation of the dataset for release, for example, quality valida-

tion, normalization, and documentation.

4. Release stage: Making metadata and dataset available to the target audience

Iterative refinement of the dataset prior and post-release is achieved by adding feedback

loops to the process. The typical feedback loops during the dataset production are as

follows:

1. Quality issues are identified during annotation and triggers additional data collection.

2. Quality issues are detected during the curation or after a dataset release:

3. Quality issues detected during the release stage:

(a) If issues concern dataset content, an additional annotation is performed.

(b) If issues concern structure, documentation, or legal aspects, additional curation

is performed.
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Figure 2.4: ASR speech dataset lifecycle

2.4.3 Overview of the ASR dataset management methods

Stage Methods
Collection Controlled recording sessions

Crowdsourcing speech collection
Public and archival sources
Speech generation

Annotation Manual annotation
Automated annotation
Human in a loop annotation

Curation Validation and quality control
Data augmentation
Standardization and formatting
Metadata and documentation
Legal and ethical verification

Release Proprietary or public repositories
Data user engagement

Table 2.8: Stages and methods of speech data management

Collection stage:

• Controlled speech recordings: Speech recordings are obtained in regulated set-

tings by speakers recruited to capture particular dialects, accents, or styles. This

method is expensive and less scalable, but quality can be strictly controlled.

• Crowdsourcing speech recordings: Speech recordings are collected from a wide

range of participants representing different demographic and linguistic backgrounds,

increasing the diversity of the dataset. As both the recordings and quality control are

often performed by volunteers, the quality may be worse than in controlled settings.

• Public and archival sources: Existing speech databases and public domain audio

are used, including oratory speeches, broadcasts, or recordings of historical events.

This method can be time- and cost-effective; however, the quality of the speech data
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strongly depends on the source.

• Speech generation: Synthetic speech data is created using Text to Speech (TTS)

(Text-To-Speech) engines to increase the volume of the dataset. This method is cost-

effective and time-effective, but the quality of the resulting recordings depends on

the quality of the TTS engine and the vocabulary domain.

Annotation stage

• Manual annotation: Linguists or trained annotators accurately transcribe spoken

words and may annotate specific linguistic or acoustic characteristics.

• Automated annotation: Initial transcriptions and annotations are generated by

ML-based engines. Transcription can be generated from speech using an ASR system,

or existing transcriptions can be forced-aligned to the specific speech fragments.

• Human-in-a-loop annotation: Automatically enriched data are reviewed and cor-

rected by human annotators.

Curation stage:

• Validation and quality control: Validation processes are implemented to check

the accuracy of transcriptions and annotations, involving manual reviews or auto-

mated checks.

• Data augmentation: The dataset is enhanced by altering existing recordings to

improve the robustness of ASR models.[103]

• Standardization and formatting: Data is formatted consistently to ensure com-

patibility with common ASR tools, involving standard file formats and data struc-

tures. [34]

• Metadata and documentation: Detailed metadata about speakers and recording

conditions, along with comprehensive documentation, are provided to facilitate the

use of the dataset.[36, 8, 149, 116]

• Legal and ethical verification: Addresses copyright, privacy, and ethical concerns,

ensuring data collection and usage comply with laws and guidelines.[102]
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Release stage:

• Proprietary or public repositories: datasets designed for open access are typi-

cally indexed in public catalogs[53] or published on open data platforms like Hugging

Face datasets[70]. datasets intended for commercial use are listed in public catalogs

[16], while those created for proprietary purposes are shared by internal means of the

organization that owns the data.

• Data users engagement: Feedback from dataset users is collected to iteratively

refine and improve dataset quality and relevance.

2.4.4 Challenges related to ASR speech datasets management

Numerous challenges can arise when curating and using ML datasets. This section sum-

marizes the most frequently occurring issues when using or curating open and commercial

ASR speech datasets.

Open source datasets

• Quality and diversity of data: Open source datasets are often collected from

multiple sources, which means that the quality and diversity of the data can vary

significantly. Some datasets may be carefully annotated and diverse, while others

may be noisy, biased, or incomplete. [93]

• Lack of standardization: Open-source datasets are typically not standardized,

which means that they can use different data formats, annotation schemes, and

evaluation metrics. This can make it difficult to compare results across different

datasets or integrate data from multiple sources.

• Data size: ASR models require large amounts of training data to achieve high

accuracy, and many open source datasets may not be large enough to train high-

performance models for some applications.

• Legal and ethical considerations: Open-source datasets may contain sensitive

or personal information, and their use may be subject to legal or ethical restric-

tions. Users must comply with relevant laws and ethical guidelines when using these

datasets.
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• Data bias: Open source datasets may be biased towards certain demographic groups

or speech patterns, which can impact the performance of ASR models resulting from

the availability of subjects, funding, or existing speech material collected for other

purposes. Users must be aware of the potential bias in the data and take steps to

address it.

• Data preprocessing: The audio data in open source datasets may require signif-

icant pre-processing before they can be used for ASR. This includes tasks such as

audio normalization, noise reduction, and audio segmentation.

Commercial datasets: Using commercial ASR datasets also presents several chal-

lenges, including the following:

• Cost: Commercial datasets can be expensive to acquire, especially for smaller re-

search teams or organizations with limited budgets.

• Data bias: Commercial datasets may also be biased towards certain demographics

or speech patterns.

• Quality and diversity of data: Commercial datasets can be accurate and diverse,

while others may be incomplete or noisy. Careful inspection of dataset samples is

required prior to purchase.

• Legal and ethical considerations: Commercial datasets may be subject to legal

restrictions. A detailed inspection of the terms and conditions is required prior to

purchasing.

• Compatibility: Commercial datasets come in different data formats and annota-

tion schemes, making them difficult to integrate with other datasets without custom

pre-processing, e.g., audio normalization, transcription normalization, audio segmen-

tation, etc.
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2.5 ASR speech datasets and benchmarks for Polish

2.5.1 ASR speech datasets for Polish

The number of speech datasets available for Polish ASR continues to grow. The major

projects include initiatives such as Mozilla Common Voice [3], FAIR’s Multilingual Lib-

rispeech [115], VoxPopuli [146], EU [14] and Polish Parliament[65]. The most recent Polish

ASR speech survey in 2019 identified eight datasets and 226 hours of transcribed speech

[142]. This amount may not be sufficient to train a robust transformer-based ASR system.

However, more than 200 hours of speech is reported to be enough to fine-tune a model

for a resource rich language such as English through cross-language transfer learning [85],

as well as to train the ASR system based on HMM [138, 142] or based on WFTS [89],

or from scratch [65]. Although Polish speech datasets are available publicly, they often

remain underutilized for ASR evaluation purposes. Publicly reported ASR research exper-

iments for Polish typically used datasets created by local institutions involved in research

[154, 60, 61, 65]. A detailed survey and analysis were performed as part of this study. The

methodology of the surveys is explained in Sections 3.4 and 3.2. The results are presented

in Sections 4.3.2 and 4.1.

2.5.2 ASR speech benchmarks for Polish

This section presents ASR benchmarks for the Polish language reported in the public

domain to-date:

• BOR (BOR POLSL PS 18 ) [99]

• PolEval 19 ASR challenge (PolEval PJATK 19) [59]

• DiaBiz commercial ASR systems benchmark [112]

• Medical PG [153]

• Medical PŚ [68]

Detailed survey and analysis of ASR benchmarks for Polish was performed for the

purpose of this thesis. Details about methodology can be found in Section 3.4, while

results in Section 4.3.
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Benchmark Year Models
evaluated

Best
model

Best
model
WER

Observations

BOR
POLSL PS
18

2018 ARM, Skry-
bot, Google

Google clean-
50%
noisy-
90%

Tested systems are not accurate
enough to be used in training of gov-
ernment agents.

PolEval
PJATK 19

2019 GOLEM,
ARM-1,
SGMM2,
tri2a, clarin-
pl-studio,
clarin-pl-
sejm

GOLEM 11.80% – All systems, except ARM-1, based
on Kaldi
– All systems, except for clarin-pl,
using GMM models
– Fixed systems were the only using
in-domain data

DiaBiz
CLARIN
Voicelab
22

2022 Azure,
Google,
Voicelab

Azure 10.50% Azure achieved the best results
(10.51 WER for both channels),
followed by Voicelab’s ASR (11.51
WER).
Google’s Polish ASR performed
worse on the DiaBiz dataset (20.84
WER). Azure outperforms other
ASRs in 8 of 9 domains.
Voicelab’s results are slightly bet-
ter for telecommunications customer
support dialogs.

SpokesBiz
CLARIN
23

2023 Whisper
(large)

Whisper 20% Whisper accuracy varies signifi-
cantly from official evaluations on
CommonVoice and FLEURS.
Recording quality and vocabulary
domain greatly affect WER (15.2%
– 26%).

Medical
UW
SOVVA
PS 23

2023 Azure,
Google,
Techmo

Google 14% All three ASR systems showed over
86% accuracy, with only a 1.7% dif-
ference between the best and worst
results.

Medical
PG 23

2023 Azure,
Google,
Whisper
(large-v2)

Azure 56% Tested models are not suitable for
voice-filling medical records, case
descriptions, or treatment prescrip-
tions due to high error rates (WER
56%, CER 16%).
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2.6 Overview of tools for dataset management and ASR eval-

uation

2.6.1 ASR speech datasets management tools

This section describes the most frequently used general or ASR-specific data management

tools accessible under open licenses.

• pandas [83] is an open-source Python library that provides high-performance data

manipulation and analysis tools. The objective of Pandas is to simplify the handling

of data structures such as SQL tables, Excel, or text files, spanning from tabular data

with different types of columns to time series and labeled matrices. The library gas

two core data structures, the Series for one-dimensional data, and the DataFrame for

two-dimensional data. Pandas excels in various data operations, such as managing

missing data, modifying the size of data structures, aligning data based on labels,

and grouping data for analysis. It also simplifies the conversion of heterogeneous data

forms into DataFrame objects, provides easy data slicing, indexing, concatenation,

reshaping, and data fields renaming. Available under BSD 3-Clause license.

• The Hugging Face datasets [70] is a Python library designed to simplify data

handling in ML projects. Its main benefit is the extensive support for public datasets

in different formats and languages, which allows users to load the dataset with just

one line of code. The library is also compatible with popular ML frameworks like

Numpy, Pandas, PyTorch, TensorFlow, and JAX. datasets library facilitate efficient

data preparation thanks to standardized data pre-processing tools that can handle

datasets in various file formats. Furthermore, it simplifies the sharing of new datasets

using the HF datasets hub 10. Advanced library functionalities include:

– handling large datasets beyond RAM capacity through memory-mapping,

– smart caching to avoid redundant processing,

– compatibility with different data types, including audio and image

– streaming mode for efficient use of disk space and immediate data iteration.
10https://huggingface.co/datasets
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• Speech Data Explorer (SDE) [6] is a tool for the exploration and analysis of

speech datasets.11 SDE was created by the NVIDIA team responsible for the devel-

opment of the ASR system and the NLP framework NeMo toolkit.12 Researchers

used SDE to investigate errors and fine-tune the process of constructing a speech

dataset using the Forced alignment technique. The main features of SDE are:

– calculating dataset statistics e.g., number of recordings, alphabet, vocabulary,

duration-based histograms

– dataset exploration with interactive data-tables for filtering and sorting

– audio data inspection tools e.g., waveforms, spectrograms, audio playback

– transcriptions and hypotheses analysis tools e.g., ASR accuracy metrics, align-

ments

– audio signal measurements e.g., encoding, amplitude, spectrum

Summary information on tools for the management of ASR speech datasets is provided

in Table 2.9.

Tool Language Features License
Pandas Python support for wide range of data formats and

types, comprehensive tools for data manipu-
lation and analysis

BSD 3-Clause

Hugging Face
Datasets

Python dataloaders for public datasets, datasets hub,
handling large datasets through memory-
mapping, smart caching and streaming, mul-
timedia data types support

Apache 2.0

SDE Python dataset statistics, dataset exploration tools,
audio data inspection tools, transcriptions
and hypotheses analysis tools, audio signal
measurements

Apache 2.0

Table 2.9: Tools for ASR datasets management

2.6.2 ASR evaluation tools

This section outlines the most commonly used tools for the evaluation of ASR systems,

which are available under permissive open-source licenses.

11SDE User Guide
12NVIDIA NeMo ASR toolkit
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• sclite: Developed by the National Institute of Standards and Technologies (NIST),

written in C, this tool uses the WER as its primary metric. Its features include

speaker-level statistics, identification of commonly misrecognized words, and the abil-

ity to count hits, insertions, deletions, and substitutions. It also provides alignment

capabilities. The software is available on GitHub and falls under NIST’s software

license.

• jiwer: A product of Jitsi, implemented in Python, JIWER calculates WER, along

with Character Error Rate (CER), Match Error Rate (MER) and Word Information

Lost (WIL) It supports aligning hypothesis and reference, as well as native support

for text normalization transformations. The library is hosted on GitHub and released

under the Apache 2.0 license.

• asr-evaluation: Created by Ben Lambert and also in Python, this tool measures

WER, the word recognition rate WRR, and the sentence error rate SER). It can

handle simple normalization, removal of empty utterances, and calculation of the

WER relative to the reference length. In addition, it generates confusion tables.

Available on GitHub, asr-evaluation is licensed under Apache 2.0.

• fstalign: Developed by Rev and written in Python/C++, fstalign assesses WER

and supports multiple input formats such as CTM, NLP, FST, and CSV. It natively

supports text normalization and synonym handling and provides detailed error anal-

ysis based on metadata (WER tags) in NLP format. This tool is available on GitHub

under the Apache 2.0 license.

• evaluate: From Hugging Face and built with Python/C++, this tool focuses on

WER and is integrated with the Hugging Face datasets and transformers13 libraries,

enhancing its utility for users in the Hugging Face ecosystem. It can be found on

GitHub, with an Apache 2.0 license.

• asr-evaluator ASR evaluation tool from the NVIDIA’s NeMo toolkit toolkit, with

the following features:

– On-the-fly data augmentation for ASR robustness evaluation.

13https://huggingface.co/docs/transformers/index
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– Analysis of insertion, deletion, and substitution error rates.

– Reliability assessment across metadata available, e.g. gender, audio length, etc.

Detail information on tools for the evaluation of ASR systems is provided in Table 2.10.

Tool Author Language Metric(s) Features License
sclite NIST C WER Speaker-level statistics. Fre-

quent recognition errors. Hits,
insertions, deletions, substitu-
tions. Alignments.

NIST
software

jiwer Jitsi Python WER,
CER,
MER,
WIL, WIP

Alignments. Supports text nor-
malization. Python and CLI in-
terface.

Apache
2.0

asr-
evaluation

Ben
Lambert

Python WER,
WRR,
SER

Remove empty references. Low-
ercase text. WER by reference
length. Confusion tables.

Apache
2.0

fstalign Rev Python,
C++

WER Supports CTM, NLP, FST,
CSV formats. Native text nor-
malization and synonym han-
dling. WER-based error anal-
ysis in NLP format.

Apache
2.0

evaluate Hugging
Face

Python/C++WER Integration with Hugging Face
Datasets and Transformers li-
braries.

Apache
2.0

asr-
evaluator

NVidia Python WER,
CER

Integration with NeMo toolkit
ASR models and SDE tool.

Apache
2.0

Table 2.10: Tools for ASR evaluation
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Chapter 3

Methodology

3.1 Overview

The study aimed to develop a framework and resources to benchmark Polish ASR systems

based on publicly available datasets. This section outlines the methods used to design,

create, and publish research artifacts. Initially, a survey of existing speech data was cre-

ated. The selected datasets were then consolidated intoBIGOS and PELCRA for BIGOS

datasets. The next step was the evaluation of commercial and freely available ASR systems

for Polish. The results were shared as publicly available AMU ASR Leaderboard. Finally,

the curated dataset was published, inviting the Polish ASR community to participate in

an open challenge. The research framework is shown in Fig. 3.1.

3.2 RO1: Survey of ASR speech datasets for Polish

3.2.1 Research objectives and questions

The first research objective was to survey the available Polish ASR speech datasets. The

following research questions (RQ) were considered:

• RQ 1: How to systematically categorize Polish ASR speech datasets using public

information?

• RQ 2: What is the current state of Polish ASR speech datasets?

• RQ 3: How can the survey findings be shared for community feedback?



Figure 3.1: Overall research framework

3.2.2 Research methodology

The research method comprised of:

• Literature search to identify existing Polish ASR speech datasets

• Development of a taxonomy covering key dataset features

• Cataloging of speech datasets according to the taxonomy framework.

• Developing a publicly accessible digital repository with a data catalog and survey

results.
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Overview of methodology

A keyword-based literature review process [124] was adopted to identify and document

relevant datasets. The information about the datasets was analyzed and manually anno-

tated. The scope of the annotation was refined iteratively. The final methodology of the

survey consisted of the following steps:

1. Conduct a keyword search in relevant sources.

2. Perform manual analysis and annotation of the available documentation.

3. If there are multiple sources of documentation, cross-check the information from all

sources to ensure consistency and accuracy.

4. If the dataset is downloadable, validate the documentation and analyze the dataset

content for further information.

5. Analyze collected metadata to derive insights about the state of Polish ASR speech

datasets

6. Make the catalog and extracted insights publicly available

The initial search and annotation process took place between March and May 2022.

The cross-check and validation were concluded in August 2022. New datasets were included

in the catalog and survey in February and July 2023.1

Information sources

Language data repositories

Repositories can be thought of as libraries for linguistic data and tools. Several global

organizations aim to facilitate the efficient distribution of language resources, including

Polish ASR datasets. For instance, the US-based LDC Consortium manages the LDC Data

Catalog, while the European Language Resources Association (ELRA) supports initiatives

such as the META-SHARE repository. International cross-institutional initiatives, such as

CLARIN ERIC and its Virtual Language Observatory, also contribute to this effort.

In Poland, cross-institutional language data repositories include Dspace2 by CLARIN-

PL and Open Science Resource Atlas 2.0 (AZON). Single-institution-based repositories,
1Polish ASR speech data catalog changelog
2https://clarin-pl.eu/dspace/
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such as the University of  Lódź (PELCRA research group)3, also play a role. Furthermore,

two Polish speech datasets suitable for ASR-related usage can be found at Hamburger

Zentrum für Sprachkorpora (HZSK)4 in Germany.

Other sources Additional sources of information on ASR datasets come from a wide

variety of channels. These include, but are not limited to:

• Individual authors’ web pages5

• Open challenges such as PolEval6

• Various reports, publications, conference proceedings, and technical papers were dis-

covered through targeted keyword searches such as "Polish", "ASR", "speech cor-

pus", "dataset" and others, as well as general web searches.

Selected datasets, such as PELCRA EMI and CLARIN PL Parliament, are also available

on popular data sharing platforms such as Kaggle7 and Hugging Face8, thanks to individual

contributions from researchers and enthusiasts.

ASR datasets taxonomy

The final dataset card taxonomy consists of 66 attributes. The selected attributes cor-

respond to the metadata fields commonly encountered during the survey, state-of-the-art

recommendations for comprehensive benchmarking of ASR processes [2], and the authors’

experience in managing ASR speech datasets. The taxonomy covers useful aspects of the

ASR dataset’s lifecycle, such as the creator, funding institution, license, publication date,

quality assurance process, and more. It also includes content characteristics such as au-

dio file format, number of recorded speakers, metadata distributions, etc. The complete

taxonomy is presented in the Appendix 7.1.1.

Data annotation and catalog curation

The data annotation and catalog curation process was carried out using the spread sheeting

tool, with taxonomy metadata fields defined as columns.
3http://pelcra.pl/new/tools_and_resources
4https://www.slm.uni-hamburg.de/hzsk.html
5https://www.ii.pwr.edu.pl/~sas/ASR/
6http://poleval.pl/
7https://www.kaggle.com/
8https://huggingface.co/
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The manual annotation process consisted of the following steps:

1. For each identified Polish ASR speech dataset, examine the provided documentation.

2. Assess the feasibility of downloading the dataset.

3. If the dataset can be downloaded, review any references.

4. Fill in the metadata entries in the spreadsheet according to the information examined.

5. If a specific attribute of the dataset is not mentioned, insert "no info" into the

corresponding cell.

6. If the attribute of the reported dataset is not included in the taxonomy, add a new

column to the spreadsheet and fill in the values for the datasets already analyzed.

7. If a discrepancy is observed between the metadata provided by the resource link and

the information in the published article, highlight the conflict using color for further

verification.

8. If a dataset is downloadable:

(a) Examine any embedded documentation, such as README files.

(b) Manually inspect the dataset’s content and update or supplement the relevant

metadata, such as the number of recordings and the audio file encoding format.

9. If a contact point to the author or publisher is provided:

(a) Request information on missing metadata attributes.

(b) (in case the dataset is not downloadable) Request a sample of the dataset.

Developing a publicly accessible digital repository and dashboard

The last step was the development of publicly accessible repositories for catalog and sur-

vey results. Scientific journals [53] and platforms (GitHub9, Hugging Face10), which are

popular among the Polish NLP community, were used to distribute research results.

9Polish ASR speech data survey – GitHub
10Polish ASR speech data survey – Hugging Face
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3.3 RO2: Design and curation of ASR benchmark dataset

for Polish

3.3.1 Research objectives and questions

The goal was to establish a comprehensive dataset to evaluate Polish ASR systems. Taking

into account the suggestions of Aksenova et al. (2021) [2], the main objective was to build a

dataset that covers a wide range of usage scenarios and demographic categories. Given that

many publicly available datasets are used for ASR benchmarking purposes [117, 3, 115],

the secondary objective was to streamline the laborious task associated with the processing

of datasets of different origin.

The following research questions were addressed:

• RQ 4: What factors are crucial in designing and curating an ASR benchmark

dataset?

• RQ 5: What steps are needed to curate a benchmark dataset from public resources?

• RQ 6: Which public Polish speech datasets can be used for benchmarks?

• RQ 7: How can the benchmark dataset be shared for ASR community feedback?

3.3.2 Research methodology

The method consists of using the information collected in Polish ASR speech data catalog

to compile and organize a diverse dataset in a standardized format that meets quality

control criteria and is easily accessible to the ASR community.

Specific activities include:

• Selection of speech datasets based on the information collected in RO1.

• Data cleaning, normalization, and formatting for consistent evaluation.

• Developing a publicly accessible digital repository and dashboard with analysis re-

sults.

Design considerations

Below are the main requirements for designing a benchmark dataset.
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• Task appropriate: Relevant and practical for the intended ASR task, with clearly

outlined limitations in covering typical, edge-case scenarios.

• Accessible: Available online under a license that allows the free use and creation of

derivative works.

• Discoverable: Easy to find and acquire (without time-consuming registration or

other access barriers).

• Diverse and challenging: Containing various examples to test the adaptability

of the model, as well as complex cases to encourage community participation and

minimize the risk of benchmark saturation.

• Annotated: The metadata of speakers and recordings contains information that

allows nuanced analysis and interpretation of the results.

• Optimally sized: Large enough to be representative, but manageable to download

and explore.

• Clean yet realistic: Free of major errors, but noisy enough to represent the com-

plexity of the real world.

• Well-documented: Provided with documentation that is understandable to users

without technical skills.

• Well-explained: Provided with evaluation baselines and how-to-use script exam-

ples.

Leveraging speech data catalog for sourcing open datasets

Creating a comprehensive benchmark dataset for Polish ASR systems from publicly avail-

able datasets required careful consideration of the attributes of the source datasets. Polish

ASR speech dataset catalog was used to extract the information required for selection.

This section describes this process in detail.

The attributes available in Polish ASR speech data catalog were classified into three

categories, depending on their level of relevance and impact on the utility of the dataset

for the evaluation of ASR:
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• Mandatory — attributes representing criteria that are essential for the dataset to be

considered usable for ASR evaluation, e.g., license, data availability, transcriptions

availability. These attributes are typically sourced from the original documentation

and it may not be feasible to determine them correctly otherwise.

• Optional — attributes which enhance the utility of datasets but are not strictly

mandatory, e.g., information about transcription protocol, quality assurance prac-

tices, recording sampling rate. These attributes are also derived from the original

documentation. If the author does not provide information on a specific attribute, it

might not be possible to curate the missing information, either automatically or man-

ually. The exception is the audio format and sampling rate, which can be determined

automatically but only under the assumption that the format of the distributed audio

files is the same as the original recordings.

• Task-specific — attributes that determine the suitability of the dataset for a specific

evaluation task, for example, measurement of accuracy bias by speaker gender, age,

nativity, and accent; device bias, read vs. conversational speech bias, etc. These

attributes are sourced from the original documentation or dataset contents (meta-

data). If not available, selected characteristics can be automatically recovered at

varying quality levels. The cost of manual curation on a large scale can be pro-

hibitive. For example, the age or gender of the speaker can be determined based on

audio characteristics with acceptable precision for the subsequent sociodemographic

analysis of the results of the ASR evaluation. However, determining the recording

device or speaker nativity of a short speech sample may not be feasible.

The detailed list of the attributes considered is presented in Table 3.1

The BIGOSBenchmark dataset was created from the datasets that met the following

criteria:

• The dataset was downloadable.

• The license allowed free use for non-commercial purposes.

• The transcriptions were available and aligned with the recordings.

• The sampling rate of the audio recordings was at least 8 kHz.
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Attribute Type Info source
Availability Mandatory Documentation
License Mandatory Documentation
Sampling Rate > 8 kHz Mandatory Documentation
Bits Per Sample > 16 bits Mandatory Documentation
Test/Dev/Train Split Optional Documentation
Standard Audio Encoding Format Optional Documentation
Transcription Availability Mandatory Documentation
Lossless Original Recording Optional Documentation
UTF8 Text Encoding Optional Content inspection
Text Normalization Optional Content inspection
Transcription Accuracy Optional Content inspection
Annotation Accuracy Optional Content inspection
Domain Specific Vocabulary Optional Documentation
Type of Speech Optional Documentation
Annotation Audio Segmentation Optional Documentation
Annotation Speaker Gender Task specific Documentation
Annotation Speaker Age Task specific Documentation
Annotation Speaker Nativity Task specific Documentation
Annotation Speaker Accent Task specific Documentation
Annotation Audio Device Task specific Documentation
Annotation Acoustic Environment Task specific Documentation
Annotation Utterance Domain Task specific Documentation
Annotation Part-of-Speech Task specific Documentation
Annotation Named-Entities Task specific Documentation

Table 3.1: Attributes of datasets and their relevance to ASR evaluation
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• The audio was encoded using at least 16 bits per sample.

The following is an overview of 24 datasets that met the mandatory criteria and were

selected for curation.

• The Common Voice dataset (mozilla-common_voice_15-23) 11 is an open source

multilingual resource developed by Mozilla foundation. [3]. This project aims to

democratize voice technology by providing a wide-ranging and freely available dataset

that covering wide range of languages and accents. Contributors from around the

globe donate their voices, reading out pre-defined sentences or validating the accuracy

of other contributions. Common Voice is recognized as the most comprehensive and

diverse voice dataset available, spanning more than 60 languages and representing

many underrepresented groups. datasets are released every three months under a

Creative Commons 0 (CC-0) license.

• The Multilingual LibriSpeech (MLS) dataset (fair-mls-20) 12 is a large mul-

tilingual corpus created for speech research by Facebook AI Research (FAIR)[115].

This dataset is derived from LibriVox audiobooks and covers eight languages, includ-

ing approximately 44,000 hours of English and a total of around 6,000 hours for other

languages. The Polish speech data include 137 hours of read speech from 25 books,

recorded by 16 speakers. Transcriptions in the test sets were evaluated by humans.

• The Clarin Studio dataset (clarin-pjatk-studio-15)13 is provided by CLARIN-PL,

a CLARIN subsection devoted to the Polish language. This corpus includes 13,802

short utterances, which add up to about 56 hours, spread over 554 audio sessions by

317 speakers. Each session contains between 20 and 31 audio files. All utterances

were recorded in a studio, guaranteeing clear audio files free from background noise

and other environmental factors.

• The Clarin Mobile dataset (clarin-pjatk-mobile-15)14 is a Polish speech corpus of

read speech recorded on the phone. It includes many speakers, each reading several

dozen different sentences, and a list of words containing rare phonemes. It is designed

for the analysis of modern Polish pronunciation in a telephony environment.
11Common Voice webpage
12MLS dataset webpage
13Clarin Studio dataset CLARIN-PL DSpace repository
14Clarin Mobile dataset CLARIN-PL Dspace repository
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• The Jerzy Sas PWR datasets (Politechnika Wroc lawska) According to the doc-

umentation available online15 speech samples were collected using a variety of mi-

crophones and in a relatively noise-free acoustic conditions. Three set of recordings

were downloaded and curated:

– Male speaker speech set (pwr-maleset-unk) – single male speaker recordings used

to build the acoustic model for experiments.

– Utterances containing short words (pwr-shortwords-unk) – recordings contain-

ing single-phoneme conjunctions and prepositions that are likely to be falsely

recognized.

– Spoken commands as very important utterances (VIUs) (pwr-viu-unk)– the set

of editor control commands that can be interleaved with the domain-specific

utterances.

• The M-AI Labs Speech corpus (mailabs-19)16, similarly to the MLS corpus,

was created from LibriVox audiobooks. This corpus covers nine languages and was

created by the European company M-AI Labs with the goal of empowering (Euro-

pean) companies to leverage AI & ML while retaining control and expertise. The

M-AILABS Speech dataset is provided free of charge and is intended to be used as

training data for speech recognition and speech synthesis. Training data consist of

nearly a thousand hours of audio for all languages, including 53.5 hours for Polish.

• The AZON Read and Spontaneous Speech datasets (pwr-azon_spont-20, pwr-

azon_read-20)17 is a collection of recordings of academic staff, mainly in the physical

chemistry domain. The corpus is divided into two parts: supervised, where the

speaker reads the provided text, and unsupervised spontaneous recordings, such as

live-recorded interviews and conference presentations by scientific staff. The dataset

contains recordings of 27 and 23 speakers, totaling up to 5 and 2 hours of transcribed

speech, respectively. The AZON database is available under a CC-BY-SA license.

• Google FLEURS (google-fleurs-22) is a parallel speech Benchmark dataset in 102

languages built on top of the FLoRes-101 machine translation benchmark, with ap-
15Jerzy Sas webpage
16Munich AI Labs speech dataset webpage
17AZON speech dataset
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proximately 12 hours of supervised speech per language. [19] It is hosted on the

Hugging Face platform 18, and is available under a CC-BY license.

• PolyAI Minds14 (polyai-minds14-21 ) is a dataset designed to train and evaluate

intent recognition systems using spoken data. It includes 14 intentions obtained from

a commercial e-banking system, along with spoken samples in 14 different language

variations.[38] It is hosted on the Hugging Face platform19, and is available under

the CC-BY license.

• PolEval 22 Diabiz sample (ul-diabiz_poleval-22) is a dataset provided for the

punctuation restoration task in the 2022 PolEval competition. It is a subset of DiaBiz

20 dialog corpus of phone-based customer-agent interactions created by the PELCRA

group of the University of  Lódź and the VoiceLab21 company. It contains more than

4,000 conversations, totaling nearly 410 hours. The recordings were provided by the

five call center agents and 191 participants as customers. The dataset covers nine

high-demand business domains for conversational analytics and automation solutions.

The data is available under CC-BY-SA-NC-ND. The creator has authorized sharing

a curated version of the corpus for the purpose of open challenge organization.

• SpokesMix 22 is a freely available time-aligned corpus of conversational Polish de-

veloped by the PELCRA group of the University of  Lódź. Each corpus consists

of speech recordings (in WAV format) and word-by-word transcriptions, which also

include some non-speech events. The transcriptions are complemented with words,

phone annotations, PDF transcripts, and video content (if available). The corpus

is available under a CC-BY license [109]. The following subsets have been made

available for download by the authors:

– PELCRA_EMO (ul-spokes_mix_emo-18 ) is a subcorpus of focused interviews of

people reflecting on their emotions. It contains speech from the 80 speakers and

has a total size of 28 hours. It is available under CC-BY

– PELCRA_LUZ| (ul-spokes_mix_luz-18 ) represents a subcorpus consisting of
18FLEURS dataset on Hugging Face
19Minds14 dataset on Hugging Face
20Diabiz corpus webpage
21VoiceLab webpage
22SpokesMix webpage
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open interviews. It encompasses conversational speech that involves 42 speakers

and spans a total duration of 20 hours.

– PELCRA_PARL| (ul-spokes_mix_parl-18) is a subset created from examples

of spoken parliamentary content. It covers a total duration of 14 hours and

includes recordings of oratory speeches by 241 different speakers.

• SpokesBiz 23 is a freely available time-aligned corpus of conversational Polish de-

veloped within the CLARIN-BIZ project, which currently comprises more than 650

hours of recordings from nearly 600 speakers [111]. The transcribed recordings were

diarized and manually annotated for punctuation and casing. The corpus is divided

into multiple subsets:

– CBIZ_BIO (ul-spokes_biz_bio-23) – Biographical interviews covering child-

hood, current job and family situation, and future plans, with an informal tone.

– CBIZ_INT (ul-spokes_biz_int-23) – Job interviews for potential babysitters.

– CBIZ_LUZ (ul-spokes_biz_luz-23) – Unrestricted conversations among friends

and families, characterized by their free and natural flow.

– CBIZ_POD ul-spokes_biz_pod-23 – Internet podcasts focusing on board games,

nature photography, society, traveling, and international affairs.

– CBIZ_PRES (ul-spokes_biz_pres-23) – Student presentations on a broad range

of topics including culture, literature, parenting, and gender roles.

– CBIZ_VC & CBIZ_VC2 (ul-spokes_biz_vc-23 & ul-spokes_biz_vc2-23) -

Thematic discussions on topics of society and lifestyle.

– CBIZ_WYW (ul-spokes_biz_wyw-23) – Interviews with a fixed set of questions

on personal preferences and experiences. The SpokesBiz corpus is available

under the CC-BY-NC-ND license. The authors consent for the distribution

of a curated version of the data specifically to organize the open challenge.

The curated datasets originating from the PELCRA catalog were distributed as

separate artifact on Hugging Face platform.24

23SpokesBiz webpage
24PELCRA for BIGOS dataset
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Summary statistics on the size of the dataset and the characteristics of the content can

be found in Section 4.2.3. Detailed attributes of the datasets sourced can be found in the

appendix 7.1.5.

Manual analysis of datasets

Prior to the creation of scripts for automated pre-processing, the original datasets were

subjected to a manual quality check. The goal was to identify issues that could potentially

hinder the effectiveness of the datasets for the evaluation of the ASR system. Datasets that

were found to significantly undermine the reliability of the evaluation without additional

manual content curation were removed from the process. Below are examples of two

datasets that met the mandatory requirements specified in the catalog but were excluded

from further processing due to distinctive transcription formats.

• The Spelling and Numbers Voice (SNUV)25 dataset from University of  Lódź is avail-

able under CC-BY license. It contains more than 220 hours of recordings of Pol-

ish speakers reading numbers and spelling words. A written representation of the

recordings is provided with the original sound files. The transcription represents

how each letter was pronounced by the speaker, e.g. spelled out word "pstrąg" is

transcribed as "py sy ty ry ą gy". Many ASR systems transcribe spelled words

as a list of letters, e.g. "p st r ą g". Initial experiments revealed high number of

false negatives resulting from mismatched text normalization standards, rather than

incorrectly recognized speech (examples are provided in Table 3.2).

• The CLARIN Cyfry dataset of the Polish Japanese Academy of Technology contains

only transcriptions of numeric expressions. This leads to high error rates, despite the

system correctly recognizing non-numeric terms.

During initial evaluation experiments, it was discovered that both issues led to inflated

error rates. Therefore, both datasets were excluded from the further curation of BIGOS

Benchmark dataset.

Manual dataset inspection prior to the curation process unveiled several pragmatic

challenges inherent in the content and structural composition of the data set. Diverse
25SNUV
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Table 3.2: Sample of PELCRA SNUV references and ASR outputs

Reference Hyp. Whisper Hyp. Google Hyp. Azure
py ly ą sy PEU-LE-ON-SE p l o s Py ly s.
py (o kreskowane)
źi ny i e ji

P. Okreskowane.
ZI. N. I. E. J.

p okreskowane zi e
j

Py. Okres
kodowany zi. My.
I. E. Ji.

(czterysta
osiemdziesiąt
pięć)

485 485 485.

factors were qualitatively evaluated. Tables 3.3 and 3.4 provide a comprehensive overview

of the factors intrinsic to the specific source dataset. Tables 3.3 and 3.4 outline positive

or negative influences on the utility of the dataset for evaluation purposes, respectively.

After curating to a format that allows rigorous analysis, those factors were confirmed using

quantitative analysis, the results of which are presented in section 4.2.3.

Automatic curation process

The initial stage of automated curation involved acquiring the accessible datasets. When-

ever feasible, URLs for web-hosted datasets were included in the configuration files to

enable automatic batch download. Manual download was required for the Common Voice

dataset, as it required consenting to the custom license terms.26 URLs for automatic and

manual downloads of datasets were retrieved from Polish ASR speech data catalog. Subse-

quently, the downloaded data were extracted and transformed into the target format (see

Table 3.9 ) using bash and Python scriptsBIGOS. Text data were pre-processed using the

Pandas Python library and regular expressions. The preprocessing of the audio data was

performed with the SOX command-line utility and Librosa Python library.

The scope of the automatic curation is as follows:

• Dataset level:

– Creating train/dev/test splits if not available in the original dataset.

– Assigning standard IDs to speakers and files.

• Audio files:

– validation of audio file availability,
26CommonVoice on Hugging Face
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Dataset Positive utility factors
pjatk-clarin_mobile-15,
clarin-pjatk-studio-15

Simple format,
Transcription quality,
Low noise environment

fair-mls-20 Speakers pool and meta,
Large vocabulary

mailabs-librivox_corpus-19 Large vocabulary
mozilla-common_voice_15-23 Speakers pool,

Speakers meta availability.
pwr-azon_read-21,
polyai-minds14-21

Speakers pool,
Domain representative

pwr-azon_spontaneous-21 Spontaneous speech,
Domain terminology

pwr-male_sample-unk,
pwr-short_words-unk

Simple format

pwr-vui-unk Simple format,
Speech commands

pelcra-snuv-12 Simple format,
Large number of speakers,
Large size

pjatk-clarin_cyfry-16 Audio quality,
Numerals rich

pelcra-spokes_mix,
pelcra-spokes_biz

Speaker metadata availability,
Large size,
Manual transcriptions,
Realistic audio quality.

Table 3.3: Overview of factors enhancing specific dataset utility for ASR evaluation pur-
poses.

Dataset Negative utility factors
pjatk-clarin_mobile-15,
pjatk-clarin_studio-15

Lack of speakers meta-data

pjatk-clarin_cyfry-16 Only numerals are transcribed
fair-mls-20 Archaic language
mailabs-corpus_librivox-19 Only 2 speakers
mozilla-comm-voice-22 Gaps in meta-data coverage
pwr-azon-read-21 Complex structure
pwr-azon-spontaneous-21,
polyai-minds14-21

Audio quality

pwr-male-sample-unk Only one speaker,
Lack of speakers meta-data

pwr-short-words-unk Non UTF text encoding
pwr-vui-unk Limited vocabulary
pelcra-snuv-12 Spelling transcription format
pelcra-spokes_mix,
pelcra-spokes_biz

None

Table 3.4: Overview of factors decreasing datasets’ utility for ASR evaluation purposes.
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– unification of audio format to WAV 16 bits/16 kHz,

– normalization of audio amplitude to -3 dBFS,

– splitting long audio files into shorter segments based on time-alignment anno-

tations,

• Text files (transcripts and meta-data):

– conversion of source data text encoding to UTF8,

– extraction of original transcription,

– removal of redundant characters,

– extraction and unification of available metadata,

– generation of metadata from text and audio content.

The automatic curation steps were adjusted to the specific format and content of the

dataset. For datasets delivered without partitions, a pseudo-random deterministic division

into train, dev, and test splits was applied. Tables 3.5 and 3.6 present partitioning of splits

in original and curated datasets in BIGOS and PELCRA for BIGOS datasets, respectively.

Examples of metadata derived from text and audio analysis can be found in 3.9.

Subset Original part. BIGOS splits Entity for split
google-fleurs-22 train, test, dev original splits pre-

served
N/A

polyai-minds14-21 none pseudorandom audio file id
pjatk-clarin_mobile-
15

none pseudorandom session (speaker id)

pjatk-clarin_studio-
15

none pseudorandom session (speaker id)

pwr-azon_read-20 none pseudorandom session (speaker id)
pwr-azon_spont-20 none pseudorandom session (speaker id)
fair-mls-20 train, test, dev original splits pre-

served
N/A

mozilla-cv15-23 train, test, dev original splits pre-
served

N/A

mailabs-
corpus_librivox-19

none pseudorandom audio file id

pwr-maleset-unk none pseudorandom audio file id
pwr-shortwords-unk none pseudorandom audio file id
pwr-viu-unk none pseudorandom audio file id

Table 3.5: Meta-data and partitioning of source datasets — BIGOS dataset
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Subset Original part. BIGOS splits Entity for split
ul-diabiz_poleval-22 train, test, dev original splits pre-

served
N/A

ul-spokes_biz_bio-23 none pseudorandom recording id
ul-spokes_biz_int-23 none pseudorandom recording id
ul-spokes_biz_luz-23 none pseudorandom recording id
ul-spokes_biz_pod-
23

none pseudorandom recording id

ul-spokes_biz_pres-
23

none pseudorandom recording id

ul-spokes_biz_vc-23 none pseudorandom recording id
ul-spokes_biz_vc2-23 none pseudorandom recording id
ul-spokes_biz_wyw-
23

none pseudorandom recording id

ul-spokes_mix_emo-
18

none pseudorandom recording id

ul-spokes_mix_luz-18 none pseudorandom recording id
ul-spokes_mix_parl-
18

none pseudorandom recording id

Table 3.6: Meta-data and partitioning of source datasets — PELCRA dataset

Dataset-specific transcription conventions were retained. Metadata relevant to the

evaluation, such as the age or gender of the speaker, were extracted and standardized

whenever available. To maintain consistency, the metadata standardization conventions

of the Common Voice format were adopted whenever possible due to its widespread usage

and diversity. The speaker metadata available in specific source datasets is presented in

Tables 3.7 and 3.8.

Subset Speaker ID Speaker gender Age info
google-fleurs-22 no no no
polyai-minds14-21 no no no
pjatk-clarin_mobile-15 yes no no
pjatk-clarin_studio-15 yes no no
pwr-azon_read-20 yes yes no
pwr-azon_spont-20 yes yes no
fair-mls-20 yes no no
mozilla-cv15-23 yes yes yes
mailabs-corpus_librivox-19 yes yes no
pwr-maleset-unk no yes no
pwr-shortwords-unk no yes no
pwr-viu-unk no yes no

Table 3.7: Meta-data and partitioning of source datasets

Table 3.9 presents the utterance data object resulting from the curation process.
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Subset Speaker ID Speaker gender Age info
ul-diabiz_poleval-22 yes no no
ul-spokes_biz_bio-23 yes yes yes
ul-spokes_biz_int-23 yes yes yes
ul-spokes_biz_luz-23 yes yes yes
ul-spokes_biz_pod-23 yes yes yes
ul-spokes_biz_pres-23 yes yes yes
ul-spokes_biz_vc-23 yes yes yes
ul-spokes_biz_vc2-23 yes yes yes
ul-spokes_biz_wyw-23 yes yes yes
ul-spokes_mix_emo-18 yes yes yes
ul-spokes_mix_luz-18 yes yes yes
ul-spokes_mix_parl-18 yes yes yes

Table 3.8: Meta-data and partitioning of source datasets

Table 3.9: Attributes in the BIGOS utterance data object

Field name Description
audioname Standardized unique identifier for each audio recording

in the dataset.
split Indicates the dataset split the recording belongs (e.g.,

train, test, validation).
dataset Source dataset identifier.
ref_orig The original transcript associated with the audio

recording.
ref_spoken Transcription in the spoken domain format.
ref_written Transcription in the written domain format.
audio Object for storing audio data in HF datasets format.
sampling_rate The sampling rate of the audio recording in the

dataset. Can be the same as the original or adjusted
for standardization.

samplingrate_orig The original sampling rate of the audio recording.
speaker_id A unique identifier of the speaker in the recording.
audiopath_bigos The relative path to the audio file from distributed

data archive.
audiopath_local The absolute path to the extracted audio file, typically

in the default HF datasets cache directory.
audio_duration_samples Recording duration in samples.
audio_duration_seconds Recording duration in seconds.
speaker_gender Information about the speaker’s gender in the Com-

monVoice format. If not available, it is indicated as
N/A (Not Available).

speaker_age Information about the speaker’s age in CommonVoice
format. If not available, it is indicated as N/A (Not
Available).

speech_rate_words Speech rate expressed in words per second.
speech_rate_chars Speech rate expressed in characters per second.
utterance_length_words Length of the utterance in words.
utterance_length_chars Length of the utterance in characters.
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3.3.3 Dataset analysis process

The methodology considers the availability of datasets in two forms: public and non-

public. In the split test, the public version includes only audio recordings with hidden

corresponding references, essential for facilitating an open competition where participants

can formulate hypotheses without access to the actual answers. The procedure begins by

accessing the publicly available dataset from Hugging Face. Should the dataset feature

masked elements, it verifies the existence of a nonpublic version. The absence of such a

version results in the termination of the process without further action on the masked

elements. Conversely, if a non-public version exists, its masked elements are integrated

into the dataset for comprehensive feature analysis. The results from this analysis are

subsequently synthesized into reports and visualizations that shed light on the dataset’s

attributes and significant discoveries. The analysis phase is completed with these reports

and visualizations. process is presented in Figure 3.2.

Dataset metrics

Quantitative assessment of the dataset was performed using various metrics. For audio

content, these metrics included the number of speakers, the total duration of the audio in

hours, and the total number of speech recordings. Text data were analyzed on the basis

of the total and unique counts of utterances, words, and characters. Additionally, the

analysis assessed metadata coverage, detailing the percentage of recordings that included

metadata on the speaker’s sex and age. The speech rate metrics included the number of

words and characters per second. The linguistic structure of the recordings was evaluated

by calculating the average number of words and characters per utterance and the average

recording duration in seconds. The metrics used for data analysis are presented in Table

3.10 The metrics were calculated for the BIGOS and PELCRA datasets, as well as their

individual subsets and splits. The aggregate results for the curated datasets are presented

in Section 4.2.3, while the metrics per split for individual subsets are presented in Appendix

7.1.5.

3.3.4 Dataset release

The final step in curation was releasing the dataset, which involved:
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Figure 3.2: Process of analysis of curated datasets.

Metric Definition
Speakers Number of individual speakers represented in the dataset.
Audio [h] Total duration of audio material, expressed in hours.
Recordings Number of individual speech recordings.
Utterances Total number of speech transcriptions.
Words Total number of words.
Characters Total number of characters.
Unique utterances Number of distinct utterances.
Unique words Number of distinct words.
Unique characters Number of distinct characters.
Meta coverage – gender [%] Percentage of recordings with speaker gender metadata.
Meta coverage – age [%] Percentage of recordings with speaker age metadata.
Speech rate [words per second] Average number of words spoken per second.
Speech rate [characters per second] Average number of characters spoken per second.
Words per utterance Average number of words per utterance.
Characters per utterance Average number of characters per utterance.
Average recording duration [s] Statistics of audio duration, expressed in seconds.

Table 3.10: Metrics used for analysis of datasets contents.
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• Converting to Hugging Face Datasets format

• Masking references of test split

• Uploading public and secret datasets to Hugging Face Hub

• Creating and uploading Hugging Face Datasets build script

• Referencing the original licenses and authors in the README

• Setting Gated datasets to acknowledge the original licenses

3.4 RO3: Survey of ASR benchmarks for Polish

3.4.1 Research objectives and questions

The objective was to determine the current status of the benchmarks of the ASR systems

for the Polish language, specifically to find the answer to the following questions:

• RQ 8: How to categorize Polish ASR benchmarks using public information?

• RQ 9: What methods, datasets, and ASR systems have been used in Polish ASR

benchmarks?

• RQ 10: Which Polish ASR systems have not been evaluated?

• RQ 11: Which benchmarks evaluated commercial and free systems?

• RQ 12: Which ASR system performs best?

• RQ 13: What are the main conclusions from the ASR benchmarks?

• RQ 14: How to share the survey results with the community?

3.4.2 Research methodology

The study involved the identification of benchmarks through a review of the literature and

manual annotation of key aspects such as the datasets used, the evaluated systems, the

tasks, the domains, the evaluation metrics, etc. This iterative process led to the develop-

ment of a taxonomy consisting of 40 attributes that facilitated a quantitative comparison
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of the benchmarks implemented so far. The resulting catalog and analysis results were

shared with the community27.

The research method comprises:

• Literature search to identify existing Polish ASR benchmarks

• Development of a taxonomy covering key dataset features

• Cataloging ASR benchmarks datasets according to the taxonomy framework.

• Developing a publicly accessible digital repository with a data catalog and survey

results.

Literature review

Most of the ASR benchmarks for Polish were already identified during the survey of Polish

ASR speech datasets (see Section 3.2 for a description of the methodology and Section 4.1

for results). In February 2024, an additional keyword-based search [124] was performed to

identify publicly reported benchmarks after the last update to the speech data survey. As

a result, the survey covers benchmarks reported in years 2018-2023.

Development of the taxonomy

The original function of the taxonomy was to unify diverse and unstructured information

extracted from the review of the literature. Once the information was standardized, it was

possible to analyze and compare benchmarks in terms of the scope of the evaluation, the

characteristics of the datasets, and the methodological aspects.

The final taxonomy included 40 attributes and is presented in Appendix 7.1.2. Key

attributes include:

• Benchmark: Benchmark codename.

• Catalog update information: Information when the catalog entry was last up-

dated.

• Publication reference: URL to the publication detailing the benchmark.

• Temporal information: The year the benchmark was created.
27Polish ASR benchmarks catalog
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• Evaluation focus: Details on the evaluated systems and models, including the

model with the best performance and its average Word Error Rate (WER).

• Benchmark outcomes and limitations: Overview of the main conclusions and

methodological limitations.

• Evaluated systems: Information on whether commercial, freely available and

community-provided systems were evaluated.

• Replicability: Information about whether resources for benchmark replication were

made available.

• Dataset accessibility: Details on the availability of the evaluation dataset.

• Evaluation methodology: Information on the frequency of the benchmark and

the type of evaluation (automatic or human).

• Metrics used: List of lexical, language model-based, and annotation-based metrics

used in the benchmark.

• Scope of benchmark: Description of ASR use cases, sociodemographic analyzes,

types of speech, acoustic conditions, etc. used in the benchmark.

• Data collection details: Details on recording devices, vocabulary domains, audio

sources, and available annotations.

• Quantitative metrics: Details on the number of datasets, vocabulary domains,

recordings, speakers, system and model variants evaluated, etc.

Analysis

Collected data were used to check aspects relevant to the design of the new ASR bench-

marking system:

1. What Polish ASR systems remained unevaluated (both commercial and open-source)?

2. What benchmarking methodologies have been used so far (metrics, datasets)?

3. How does the number of evaluated systems change over time?
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4. Does an ASR system exist that is superior in multiple benchmarks?

5. Are different conclusions drawn from ASR benchmarks for similar use cases?

The results of the analysis are presented in Section 4.3

3.5 RO4: Design and implementation of a system for ASR

systems benchmarking

3.5.1 Research objectives and questions

The goal was to design and implement the system that allows comparing the performance of

ASR systems. The system was developed to incorporate the recommended functionalities

and considerations outlined in Section 2.3.2. The research questions addressed are as

follows:

• RQ 15: What tools and systems exist for ASR benchmarking?

• RQ 16: What challenges arise in evaluating multiple ASR systems, and what

strategies can address them?

• RQ 17: How can the system be extended to new ASR systems, datasets, languages,

metrics, and normalization methods?

3.5.2 Research methodology

System design considerations

The primary design goal was to simplify the evaluation of new ASR systems using new

datasets. In addition, the benchmarking system was designed to accommodate new metrics

and analytical dimensions in the future. Whenever possible, established tools and platforms

were used. The overview of major design considerations is presented in the table 2.4.

Overview of the evaluation process

The process consists of 7 steps, as depicted in Figure 3.3

1. Configurations loading: Involves loading the necessary configurations for the eval-

uation process. Input data include common, user-specific, and evaluation run-specific
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Table 3.11: Design considerations for ASR evaluation system

Aspect Considerations
Metrics Support for well-established metrics.
Extensibility Straightforward integration of new datasets, normal-

ization methods, metrics, and new ASR systems.
Availability Publicly accessible and intuitive presentation of re-

sults.
Comprehensiveness Performance analysis across scenarios, system param-

eters, and user groups.
Analysis of bias Analysis of system performance in various scenarios

and user groups should be feasible.

configurations. The output of this step is a set of runtime parameters of the system

that will guide the ASR system during the evaluation.

2. ASR systems initialization: In this step, ASR systems are prepared to be tested

using the system runtime parameters obtained from the previous step. The output

comprises initialized models and a cache to retrieve existing hypotheses and save

newly generated hypotheses.

3. Evaluation dataset loading: In this step, the benchmark dataset is loaded into

the system. The input is the names of the datasets, and the output is the dataset

objects, as handled by the Hugging Face Datasets library.

4. ASR hypotheses generation: This step generates or retrieves ASR hypotheses,

which are the predicted transcriptions produced by ASR systems. The input of this

function is the list of audio files and the output is the ASR hypotheses.

5. Metrics calculation: Performance metrics for ASR outputs are calculated in this

step. The inputs include the ASR hypotheses along with the reference transcriptions,

and the output consists of evaluation metrics.

6. Results analysis: The performance of ASR systems is analyzed. The input is the

evaluation metrics generated in the previous step, and the output is an analytical

report detailing the performance of the ASR systems for various analytic dimensions.

7. Results visualization: Finally, the results of the analysis are visually interpretable.

The analytical report serves as input, and the output is a series of graphs, graphs,
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Figure 3.3: ASR evaluation process

Figure 3.4: ASR evaluation process data flow

or other visual representations that convey the findings of the evaluation of the ASR

system.

The data flow of specific data types (metadata, references, audio files and ASR hy-

potheses) is presented in Figure 3.4

ASR systems integration

Object-oriented design was used to separate common elements and those specific to the

ASR system. The common elements include:

• Savings and reading from hypotheses cache
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• Error handling and logging

The ASR system functionalities include:

• Local model initialization

• Configuring web clients (model type, language etc.)

• Handling API requests

• Parsing ASR system outputs

Audio processing:

The major function of audio processing model was to ensure that audio file is available

and not corrupted. No further processing was needed, as the audio files were already

standardized to a 16 bits/16 kHz WAV format, which is compatible with all ASR systems

evaluated.

References and transcripts normalization

False recognition errors may arise due to inconsistencies in normalization of references and

ASR system output. [140]

The following automatic post-processing operations were applied to the reference tran-

scripts and the output from the evaluated ASR systems:

• Elimination of unnecessary white spaces

• Conversion of all characters to lowercase

• Removal of all punctuation symbols

• Replacement of words using lexicon

• Removal of all special purpose words (tags)

• Combination of all the above.

Normalization methods are presented in table 3.12
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Table 3.12: Methods of normalizing references and hypotheses

Normalization method Scope
blanks removal Elimination of redundant white spaces.
lowercasing Conversion of all characters to lowercase.
punctuation removal Removal of punctuation symbols.
lexicon-based Removal of specific words e.g. fillers "um", "mhm" etc.

Unification of spelling e.g. Kissindżer -> Kissinger
tags removal Removal of tags e.g. ’trunc’ in PELCRA dataset.

Alignment and scoring

ASR systems predictions were evaluated against target transcriptions using the following

metrics:

• Sentence Error Rate (SER), which calculates the proportion of sentences that are

not perfectly recognized, i.e., sentences that contain at least one error.

• Word Error Rate (WER), which is defined as the minimum number of operations

(substitutions, insertions, and deletions) required to transform the system output

into the reference transcript, divided by the total number of words in the reference.

The result is expressed as a percentage. A lower WER indicates a more accurate

system. The WER value can be greater than 100%.

• Match Error Rate (MER), which calculates the ratio of the total number of errors

(substitutions, insertions, and deletions) to the total number of words in the reference

and hypothesis (system output) transcripts. Unlike WER, which is normalized by

the number of words in the reference, MER is normalized by the total number of

words in both the reference and hypothesis. This makes the MER potentially less

sensitive to the insertion of incorrect words by the ASR system, offering a different

perspective on the accuracy of the system. MER value is equal to or less than 100%.

• Character Error Rate (CER), which calculates the minimum number of character-

level operations (substitutions, insertions, and deletions) needed to change the system

output to the reference transcript, divided by the total number of characters in the

reference.
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3.6 RO5: Use of curated dataset for benchmarking ASR sys-

tems for Polish

3.6.1 Research objectives and questions

Developed Benchmark dataset was used to compare the available ASR systems for the

Polish language. This included evaluating performance in different scenarios and met-

rics, to develop a better understanding of the strengths and weaknesses of current ASR

technologies.

• RQ 18: What is the ASR accuracy for different datasets?

• RQ 19: What is the accuracy gap between commercial and free systems?

• RQ 20: Does ASR accuracy vary with speech features?

• RQ 21: Is there an accuracy difference by age or gender?

• RQ 22: How to share evaluation results with the community?

3.6.2 Research methodology

Overview

The curated benchmark dataset and the developed evaluation system, were used to compare

the precision of the ASR systems available for Polish. The systems were compared across

4 major evaluation scenarios:

1. general and per dataset accuracy

2. commercial vs. free systems accuracy

3. impact of speech variations on accuracy

4. accuracy across sociodemographic groups

Evaluation Scenarios

The first evaluation goal is focused on practical application, that is, the accuracy for various

datasets. This comparison enables practitioners to choose the ASR system that offers the

85



best generalizability or the best accuracy for a specific application (device, speech type,

etc.).

The evaluation involves four recognition tasks (use cases) outlined by Aksenova. et al.

[2]:

1. human-human dialogue (transcription of meetings or interviews)

2. human-human monologue (transcription of lectures and presentations)

3. human-machine dialogue (voice-commands for device control)

4. human-machine monologue (dictation).

The second objective is also motivated by practical aspects and deals with choosing

between a commercial or freely accessible ASR system. The purpose of the evaluation is

to compare performance of free vs. paid systems to assess whether there is a trade-off

between cost and quality.

The third objective is to examine the connections between recognition accuracy and

various variations in spoken language, such as the duration of utterances, the speaking

rates of the speaker, or interruptions in informal and spontaneous speech. The aim is to

identify which of the factors studied poses the most significant challenges to Polish ASR

technology.

The fourth objective is to study the recognition accuracy for different sociodemographic

groups, e.g. age groups and genders.

Table 3.13 presents specific scenarios, metrics, and analysis dimensions. Table 3.14

presents the relation between the evaluation scenarios and the research questions.

Evaluated ASR systems

Seven types of ASR system were evaluated: Google STT, Azure STT, Whisper, Assem-

blyAI, NeMo, MMS and Wav2Vec. All systems, except Azure STT, offer different variants

of the models that support the Polish language. In total, 22 combinations of pairs of

system-model were compared. The evaluated systems and models are presented in Table

3.16.
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Eval. scenario
ID

Analysis di-
mension

Description

ES1 systems Accuracy per system-model variant across all
subsets.

ES2 dataset Accuracy per subset across all variants of the
system model.

ES3 system types Accuracy per system type (free or commer-
cial) across all subsets.
WER per subset for the best performing free
and commercial systems.

ES4 model size Accuracy across all subsets for systems with
known model size.

ES5 audio duration Accuracy in function of audio duration for the
most accurate free and paid systems.

ES6 speaking rate Accuracy in function of speech rate for the
most accurate free and paid systems.

ES7 speaker age group Accuracy for speaker gender group for all sys-
tems.

ES8 speaker gender Accuracy for speaker age group for all sys-
tems.

Table 3.13: Evaluation scenarios and their analysis dimensions

Identifier Research question Eval. scenario
ID

RQ 18 What is the ASR accuracy for different
datasets?

ES1. ES2

RQ 19 What is the accuracy gap between commer-
cial and free systems?

ES3, ES4

RQ 20 Does ASR accuracy vary with speech fea-
tures?

ES5, ES6

RQ 21 Is there an accuracy difference by age or gen-
der?

ES7, ES8

Table 3.14: Relation between research question and evaluation scenarios.
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• Google Cloud Speech-to-Text 28 supports more than 125 languages and variants.

Google’s service offers several useful features, such as noise cancelation, support for

streaming, automatic punctuation, and the capability to recognize specific phrases or

words when provided with context (e.g., specialized vocabulary or formats for spo-

ken numbers, addresses, years, currencies, etc.). For selected languages, it also pro-

vides domain-specific models, multichannel audio support, and filtering of profanity

content. Two generations of service are available: v129 and v2 30. For Polish, mul-

tiple model variants are available and were evaluated: v1_default, v1_latest_long,

v1_latest_short, v1_command_and_search, v2_long and v2_short.

• Microsoft’s Azure Speech Service 31 as of May 2023 supports more than 100 lan-

guages and variants. In addition to standard transcription, the Azure Speech Service

supports continuous real-time speech recognition and provides robust noise reduc-

tion capabilities. It allows users to apply custom models to improve the accuracy

of domain-specific terminology. Additional services include text search or analytics

on transcribed content, as well as speaker diarization. The latest default model for

Polish (dated for January 2023) was used, as no specialized model types support this

language.

• Whisper 32 is an ASR system developed by the OpenAI company. It is trained on

a large amount of weakly supervised multilingual and multitask data collected from

the Internet [117]. According to the literature, Whisper is capable of handling dif-

ferent languages, dialects, and accents, demonstrating strong performance in diverse

applications when evaluated on well-known benchmark datasets, e.g. Common Voice

[117]. Whisper is available via a web API or as a pre-trained model for local use.

Five versions of models of varying sizes are available for free download as shown in

Table 3.15. The large model is available in 3 versions.33 For this benchmark, the

commercial model available via API and eight locally run models were used.

• NVIDIA NeMo is the ASR system based on the quartznet model, which con-
28https://cloud.google.com/speech-to-text
29https://cloud.google.com/speech-to-text/docs/speech-to-text-requests?hl=en
30https://cloud.google.com/speech-to-text/v2/docs?hl=en
31https://azure.microsoft.com/en-us/products/cognitive-services/speech-to-text
32https://github.com/openai/whisper/tree/main
33Whisper ModelCard
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Size Parameters English-only model Multilingual model
tiny 39 M Yes Yes
base 74 M Yes Yes
small 244 M Yes Yes
medium 769 M Yes Yes
large 1550 M No Yes

Table 3.15: Whisper model types. Source: Whisper model card.

sists of 79 layers and has a total of 18.9 million parameters. [64] Two models sup-

porting the Polish language are available: stt_pl_fastconformer_hybrid_large_pc,

stt_pl_quartznet15x5 and stt_multilingual_fastconformer_hybrid_large_pc. The

English version was trained on 3̃,000 hours of public English data. Polish mod-

els were fine-tuned from English to Polish on the Mozilla Common Voice (MCV)

dataset. [3] The authors report on 14 % WER on the dev set from the Polish MCV

dataset. All models are available for free use under a CC-BY-NC license.

• MMS: Facebook AI’s massive multilingual pre-trained model for speech ("MMS"). It

was pre-trained on about 500,000 hours of speech data in more than 1,400 languages[114].

MMS system supports over 1000 languages and other speech processing tasks such as

Text-to-Speech (TTS) generation and Speech Language Identification (LID) 34. The

MMS system is available for free35 under the CC-BY-NC 4.0 license. The following

versions of the fine-tuned model of ASR are available:

– 1b-fl102 – 1 billion parameter model fine-tuned on FLEURS dataset [19]

– 1b-l1107 – 1 billion parameter model fine-tuned MMS-lab [114] dataset.

– 1b-all – 1 billion parameter model fine-tuned on MMS-lab, FLEURS, Com-

monVoice, MLS andVoxPopuli datasets. [3, 114, 115, 146]

• Wav2Vec is the automated speech recognition (ASR) system created by Facebook

AI. It employs self-supervision to learn from unlabeled training data. Upon its launch

in 2020, wav2vec2 exceeded the top semi-supervised approach with only a fraction

of labeled training data [46]. Two models fine-tuned for Polish are available on the

Hugging Face platform: xls-r-1b-polish and large_xlsr-53-polish.

34https://huggingface.co/spaces/mms-meta/MMS
35https://huggingface.co/facebook/mms-1b-all
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• Assembly AI36 provides an advanced automatic speech recognition service sup-

porting multiple languages. Key features include real-time transcription, automatic

punctuation, and robust noise cancellation. The service supports domain-specific vo-

cabulary through custom models, filtering of sensitive content and integration with

various platforms via a web API. The system is designed to handle diverse accents

and dialects, ensuring high accuracy across different use cases. According to the

authors, their system "leverages a diverse training dataset comprising unsupervised

(12.5M hours), supervised (188k hours), and pseudo-labeled (1.6M hours) data across

four languages”[118]. It is also reported that the Universal-1 model achieves com-

parative WER scores to larger and more computationally expensive models, such as

Whisper large and Canary-1B.[118]. The amount of training data for Polish is not

reported.

Table 3.16 presents the evaluated system model. The table 3.17 presents the details

about the usage cost and the license. Pricing of commercial ASR systems and sizes of

freely available model are available in the Appendix sections 7.1.6 and 7.1.7, respectively.

Evaluation dataset

The test splits from the BIGOS and PELCRA for BIGOS datasets were used for bench-

marking. The average length of the audio recording and the size of the test split subsets

differ between subsets (see Section 4.2.3). To ensure a fair comparison of the system’s

performance across subsets, the amount of speech for each subset should be similar. Due

to computational and financial limitations, the duration of speech per subset was capped

at 20 minutes. If a test subset exceeded 20 minutes, a random selection of recordings was

used from that subset.

Sharing results using Polish ASR leaderboard

The benchmark results were made available to the community throughAMU ASR Leader-

board on the Hugging Face 37 platform. Relevant research artifacts (evaluation results,

datasets, surveys) were also shared as the Hugging Face collection.38

36Assembly AI
37AMU ASR Leaderboard
38AMU BIGOS collection
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Shortname System Model
assembly_best assembly_ai best
assembly_nano assembly_ai nano
azure_latest azure latest

google_cmd_search google command_and_search
google_default google default
google_long google latest_long
google_short google latest_short

google_v2_long google_v2 long
google_v2_short google_v2 short

mms_all mms 1b-all
mms_102 mms 1b-fl102
mms_1107 mms 1b-l1107

nemo_multilang nemo stt_multilingual_fastconformer_hybrid_large_pc
nemo_pl_confromer nemo stt_pl_fastconformer_hybrid_large_pc
nemo_pl_quartznet nemo stt_pl_quartznet15x5

w2v-53-pl wav2vec2 large-xlsr-53-polish
w2v-1b-pl wav2vec2 xls-r-1b-polish

whisper_cloud whisper_cloud whisper-1
whisper_base whisper_local base

whisper_large_v1 whisper_local large-v1
whisper_large_v2 whisper_local large-v2
whisper_large_v3 whisper_local large-v3
whisper_medium whisper_local medium
whisper_small whisper_local small
whisper_tiny whisper_local tiny

Table 3.16: ASR systems evaluated in the study.
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Shortname Usage cost License
assembly_best commercial Proprietary
assembly_nano commercial Proprietary
azure_latest commercial Proprietary

google_cmd_search commercial Proprietary
google_default commercial Proprietary
google_long commercial Proprietary
google_short commercial Proprietary

google_v2_long commercial Proprietary
google_v2_short commercial Proprietary

mms_all free CC-BY-NC
mms_102 free CC-BY-NC
mms_1107 free CC-BY-NC

nemo_multilang free CC-BY
nemo_pl_confromer free CC-BY
nemo_pl_quartznet free CC-BY

w2v-53-pl free Apache
w2v-1b-pl free Apache

whisper_cloud commercial Proprietary
whisper_base free MIT

whisper_large_v1 free MIT
whisper_large_v2 free MIT
whisper_large_v3 free MIT
whisper_medium free MIT
whisper_small free MIT
whisper_tiny free MIT

Table 3.17: Evaluated ASR systems usage cost and license type.
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3.7 RO6: Organization of competition for the ASR commu-

nity

3.7.1 Research objectives and questions

The objective was to allow professionals, academics, and companies to compare solutions

with the latest advances in the field of ASR. The secondary purpose was to encourage the

adoption of the curated benchmark dataset among the Polish and global ASR communities.

• RQ 22: What programs can organize the Polish ASR community challenge?

• RQ 23: How to compare community solutions with state-of-the-art ASR systems?

3.7.2 Research methodology

The first stage was selecting a suitable program and platform. The second step involved

preparing the dataset and describing the contest participants. Consent from dataset au-

thors and rights owners was obtained for curation and redistribution. The final step was

designing a solution to integrate community-provided ASR results with the open ASR

leaderboard for commercial and free systems.

3.8 Summary

3.8.1 Overview of the data management framework

The research artifacts presented in this chapter can be combined into the data management

framework presented in Figure 3.5. The framework combines three processes as follows:

1. Survey of Polish ASR speech datasets and benchmarks:

(a) Curation of information available in public domain

(b) Development of taxonomies and tools for catalog management

(c) Sharing survey results and catalogs of datasets and benchmarks

2. Curation of benchmark dataset for Polish ASR systems

(a) Curation of speech datasets content obtained from public domain

(b) Development of tool chain for speech datasets curation
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Figure 3.5: BIGOS data management framework

(c) Sharing curated benchmark dataset and its documentation

3. Evaluation of Polish ASR systems:

(a) Development of tool chain for evaluation and analysis

(b) Evaluating ASR systems using curated dataset

(c) Sharing publicly available leaderboard with benchmark results.

Individual actions within the survey, curation and evaluation processes can be concep-

tually organized according to their functional purpose as follows:

1. Acquisition:

(a) Language data catalogs and web resources: Accessing various language

data catalogs and Web resources to obtain information about publicly available

datasets

(b) Speech datasets: Collecting publicly available speech datasets for further

processing.

(c) ASR systems and API: Obtaining ASR hypotheses for evaluation.

2. Curation:
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(a) Catalog management tools: Managing and organizing the speech data cat-

alog, e.g. validating if content complies with the taxonomy.

(b) Datasets management tools: Managing speech datasets, including format

standardization, version control, partitioning, etc.

(c) Evaluation management tools: Managing the evaluation of ASR systems,

including storing results and metadata.

3. Data transfer:

(a) Catalog content and taxonomy: Delivery of speech data catalog and tax-

onomy for further analysis.

(b) BIGOS format datasets: Delivery of standardized datasets in BIGOS format

for processing and analysis.

(c) Evaluation results: Delivery of ASR evaluations results for further analysis.

4. Data analytics:

(a) Speech catalog analysis: Extract insights from the speech catalog.

(b) Speech datasets analysis: Analysis of speech datasets to assess quality and

characteristics.

(c) Evaluation results analysis: Assessing ASR systems performance based on

set of metrics and scenarios.

5. Results application :

(a) Datasets survey and dashboard: Public interface to speech datasets catalog

and derived insights.

(b) Datasets curation dashboard: Public dashboard with insights on BIGOS

composition and quality.

(c) ASR leaderboard and analysis dashboard: A system for assessing the

performance of ASR systems and creating a ranking system using evaluation

outcomes.
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Chapter 4

Results

4.1 RO1: Survey of ASR speech datasets for Polish

4.1.1 Introduction

This section presents results of the ASR speech datasets survey. The objective was to

provide answers to the following research questions:

• RQ 1: How to identify and systematically categorize Polish ASR speech datasets

using publicly available information?

• RQ 2: What is the current state of the ASR speech data?

• RQ 3: How can the survey findings be shared and available for feedback from the

ASR community?

The answer to RQ 1 was provided in Section 3.2 on the survey methodology. The

following sections 4.1.2 and 4.1.4 answer RQ 2 and RQ 3, respectively.

4.1.2 ASR speech datasets survey results overview

The investigation has cataloged 53 distinct datasets, authored by 16 unique entities.

Among these, 44 datasets, representing 83%, are accessible through public domain re-

sources or through commercial entities. The total volume of speech exceeds 27 thousand

hours, with more than 95% (approximately 25.9k hours) readily available. The corpus of

transcribed speech is approximately 6000 hours, with more than 80% accessible. More

than 1600 hours of transcribed speech are available at no cost. Close to 3200 hours of



transcribed speech data can be purchased from commercial sources. Table 4.1 shows the

metrics regarding the availability of speech data for the development of ASR systems for

the Polish language.

Metric Value
Catalog last update date 2023-12-19
Unique Polish speech datasets producers 16
Identified datasets reported in the public domain 53
Datasets available to the public (free and paid) 44
Fraction of reported datasets available to the public [%] 83
Speech data reported in the public domain [hours] 27099.1
Speech data available total [hours] 25926.1
Available vs reported speech data ratio [%] 95.67
Transcribed speech data reported in the public domain [h] 5986.1
Transcribed speech data available total [h] 4813.1
Transcribed speech data available free of charge [h] 1641.1
Transcribed speech data available commercially [h] 3172
Available vs reported transcribed speech data ratio [%] 80.4

Table 4.1: Polish ASR datasets survey summary

4.1.3 ASR speech data survey results

This section contains answers to specific research questions related to RQ2 about the

general state of the ASR speech datasets for Polish.

What is the oldest publicly reported Polish ASR speech dataset? The Corpora

dataset, created in 1997 by Stefan Grocholewski [40].

How many ASR speech datasets have been reported publicly for Polish?

53 datasets have been reported publicly between 1997 and 2023. The number of datasets

created in specific years and the aggregated statistics are presented in Table 4.2.

What are the largest publicly reported ASR speech datasets for Polish? The

Mobile speech dataset of scripted monolog1 produced by the company Shaip2, followed by

the JURISDIC dataset [23] and Diabiz [112]. The datasets contain 1482, 855, and 410

hours of transcribed speech, respectively.

What is the total size of publicly reported ASR speech datasets for Polish?

The survey identified 5986 hours of transcribed speech data created between 1997 and

July 2023. The evolution of availability of speech data for ASR development across years
1https://www.shaip.com/offerings/speech-data-catalog/polish-dataset/
2https://www.shaip.com/offerings/speech-data-catalog/
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Year Datasets Trans. speech [h] Recordings Speakers
1997 1 6 365 45
1998 1 16 no-info 60
2002 2 50 no-info 198
2005 2 252 no-info 600
2007 2 11 500 505
2008 1 855 no-info 1000
2010 1 78 no-info 1000
2011 2 no-info no-info no-info
2012 2 240 no-info 220
2014 1 205 no-info 781
2015 4 136 no-info 557
2016 2 10 488 25
2018 8 180 163 1047
2019 3 335 29 200
2020 6 302 504 3285
2021 6 1895 770 3064
2022 4 464.1 3955 342
2023 1 650 925 590

no info 4 301 939 353

Table 4.2: Summary of audio dataset availability and characteristics by year

is presented in Figure 4.1

Figure 4.1: Normalized cumulative size of Polish ASR speech datasets

What is the total size of the datasets available for free use? How does it

compare with the amount reported in scientific publications so far? According

to the data collected, 1,641 hours of transcribed speech and 27,099 hours of speech in total
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are available for free use. It should be noted that the previous survey of Polish ASR speech

datasets [142] in 2019 reported only 223 hours of transcribed speech.

How do the available transcribed speech data for Polish compare with En-

glish? The three largest ASR speech datasets for English are MLS [115], People’s Speech

[33], and Gigaspeech [13]. These contain, respectively, 32,000, 30,000 and 10,000 hours

of transcribed speech. The total estimated size for English may exceed 100,000 hours.

For Polish, the total amount of public domain transcribed speech data is two orders of

magnitude smaller, at approximately 1400 hours.

What is the total size of the Polish ASR speech datasets available from

commercial providers? The total size is 3171 hours of transcribed speech.

How do commercially offered datasets compare with public domain datasets?

The amount of transcribed Polish speech in commercially offered ASR speech datasets is

nearly two and a half times higher than in datasets available under a free-of-charge license.

What is the amount of speech material transcribed contributed by specific

institutions involved in the production of ASR speech data? According to the

survey data, the largest amount of speech transcribed for ASR was created by the Shaip

company, followed by the PELCRA research group (Polish and English Language Cor-

pora for Research and Applications) of the University of  Lódź (UL). The third largest

contribution comes from Adam Mickiewicz University. Details are presented in Table 4.3.

Which organizations provided the most substantial amounts of open-access

ASR speech databases for Polish? Table 4.3 lists the institutions and the size of freely

available ASR speech datasets contributed by them. It should be noted that more than

half of the freely available speech datasets for Polish were created at the University of  Lódź

PELCRA group. One third of the contributed transcribed speech material originates from

institutions outside of Poland: FAIR, Mozilla Common Voice, and M-AILABS.

What Polish ASR speech corpora are available in the public domain under

permissive licensing? There are 31 datasets available in total under Creative Com-

mons or proprietary licenses, allowing free use for noncommercial purposes. Table 7.1

in Appendix 7.1.3 presents the full names and sizes of all available datasets divided into

categories according to the specific license type.

What Polish ASR speech corpora are available from commercial providers?
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Publisher Datasets Tran. speech [h] Recordings Speakers
UL 15 1415 1154 1824

PJATK 8 211 1209 1241
WUST 5 15 1395 56
ELRA 4 494 no info 1540
Appen 3 396 no info 1452
HZSK 3 20 no info 15
Shaip 2 1751 no info 2582
LDC 2 284 no info 200
FAIR 2 248 no info 298
AGH 2 67 no info 557
PUT 2 15 365 45
AMU 1 855 no info 1000

Mozilla
Foundation

1 148 no info 3062

M-AILABS 1 54 no info no info
Google 1 12.1 3937 no info
PolyAI 1 1 578 no info

Table 4.3: Institutions contributing speech datasets for Polish.

There are 12 datasets available from commercial providers such as ELRA, LDC, Appen,

Shaip, and CLARIN-PL. Table 7.2 in Section 7.1.4 presents the complete list of datasets

and their respective producers.

What language data repository offers the largest selection of Polish ASR

speech datasets? Table 4.4 shows the number and size of datasets available in various

language data repositories. The largest selection is available in the catalog of University

of  Lódź PELCRA group. The next most extensive collection (9 datasets) is located in the

DSpace catalog offered by the Polish CLARIN consortium.

What is the availability of transcribed speech data for specific recording

devices? Most of the recordings (1775 hours) originate from mobile devices (Table 4.5).

However, these recordings are exclusively accessible through commercial entities (Table

4.7). The second most common type (1370 hours) and the most prevalent in datasets that

are freely available (1034 hours), are recordings collected on various types of device. This

situation is typical for community-driven initiatives such as LibriVox or CommonVoice.

Recordings made with headsets constitute the third highest volume (705 hours), with

recordings from studio-quality microphones coming next (473 hours). There is also a

significant amount of data collected using landline telephones, mostly from commercial

offering (534 hours).
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Repository Datasets Trans. speech [h] Recordings Speakers
PELCRA 12 963 1136 1482
DSpace
CLARIN PL

9 651 698 1083

ELRA 4 494 no-info 1540
Appen
Pre-Labelled
Datasets

3 396 no-info 1452

Author’s
homepage
(WUST)

3 8 939 no-info

Shaip data
catalog

2 1751 no-info 2582

LDC 2 284 no-info 200
Github 2 248 no-info 298
HZSK 2 20 no-info 15
Hugging Face
Data Catalog

2 13.1 4515 no-info

AZON WUST 2 7 456 56
Common Voice 1 148 no-info 3062
Coqui Free
Corpora
Catalog

1 54 no-info no-info

Table 4.4: Data catalogs and platforms hosting ASR speech datasets for Polish

What is the availability of transcribed speech data for various sampling

frequencies? More than 50% of the datasets (22) contain recordings collected with a

sampling rate of 16 kHz. More than a quarter of the datasets have a sampling rate of 48

kHz. Information about the sampling rate is missing for 17 datasets. Six legacy datasets

with a sampling frequency of 8 kHz were collected. Details are presented in Table 4.8.

What is the availability of transcribed speech data for various types of

speech? Read speech constitutes the most documented transcribed speech (56% or 3,362

hours) and almost half of all reported datasets (25). This prominence of read speech

can be traced back to two main factors. First, numerous corpora draw on existing read

speech, such as those found in LibriVox audiobooks. Second, the collection of read speech

is deemed the most efficient and scalable method, as it entails less manual oversight for

quality control and post-processing (transcription, diarization, segmentation) compared

to spontaneous speech or dialogues. Validation of whether audio recordings match the

original prompts is more feasible on a large scale and can also be performed by volunteers,
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Table 4.5: Audio devices for all available datasets

Rec. device Datasets Trans.
speech [h]

Recordings Speakers Percent
of total

mobile phone 2 1775 no info 2402 29.65
various 11 1370.1 5632 4958 22.89
no info 21 1105 1549 2394 18.46
headset 3 705 no info 1191 11.78
landline phone 7 558 518 1842 9.32
studio mic 8 473 939 1080 7.9
lavalier mic 1 no info no info 5 0

Table 4.6: Audio devices for publicly available datasets

Rec. device Datasets Trans.
speech [h]

Recordings Speakers Percent
of total

various 8 1034.1 5632 3868 63.01
headset 1 220 no info 210 13.41
no info 16 199 1184 1279 12.13
studio mic 5 175 939 282 10.66
landline phone 1 13 no info no info 0.79

as in the case of Common Voice project3. In contrast, the transcription and annotation of

conversational speech often require specialized training and tools.

Conversational speech either collected in controlled environments (e.g., interviews) or

sourced from existing resources (e.g., radio shows, podcasts) constitutes nearly 20% of all

data.

A notable amount of available data (275 hours) is classified as public speech (8 datasets

and nearly 5% of total). This category covers academic lectures captured in corpora AZON

and recordings of politicians from the Polish or European Parliament.

Three datasets lack available information on the type of speech or the process used

for its collection. These constitute only 1% of the material and generally refer to older

corpora. Lastly, the JURISDIC dataset, which includes a diverse mix of speech types

collected through both controlled and uncontrolled processes, makes up 14.88% or 855

hours of total documented data. Details can be found in Table 4.9.

What meta-data is available in publicly available datasets? The more detailed

the speaker-level metadata, the more analytical dimensions are available to understand the

factors that influence ASR performance [2]. Metadata is also required for corpus linguistic

analyses, such as comparing differences in the average fundamental frequency of voice
3common voice validation guidelines
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Rec. device Datasets Trans.
speech [h]

Recordings Speakers Percent
of total
[%]

mobile phone 2 1775 no info 2402 55.96
landline phone 5 534 18 1342 16.83
studio mic 3 298 no info 798 9.39
headset 1 280 no info 200 8.83
various 1 269 no info 533 8.48
no info 1 16 no info 60 0.5

Table 4.7: Audio devices for commercially available datasets

Sampling
rate

Datasets Trans.
speech [h]

Recordings Speakers Percent
of total
[%]

16000 22 3340.1 5571 5335 55.8
48000 2 1630 no info 5111 27.23
8000 6 535 596 1342 8.94
no info 17 252 1076 1813 4.21
22050 1 220 no info 210 3.68
44100 5 9 1395 61 0.15

Table 4.8: Distribution of sampling rate for publicly reported ASR speech datasets for
Polish.

among different demographics.[111] The survey showed that half of the publicly available

recordings are provided with metadata about the speaker’s age and native language, and

more than a third with information about the speaker’s age. Approximately a third of

the recordings also contain information about the speaker’s accent or region. It should be

noted that most of the recordings with rich speaker-level annotations originate from the

recently created corpus (2023), SpokesBiz 4 [111]. Details can be found in Table 4.10.

4.1.4 Survey availability

The survey results, along with the searchable data catalog, have been made accessible

through various public platforms such as:

1. GitHub repository where users can report an issue or request the registration of a

new dataset.5.

2. Dedicated website.6.
4http://docs.pelcra.pl/doku.php?id=spokesbiz
5Polish ASR Speech Data Survey repo
6Polish ASR Speech Data Survey homepage
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Speech
type

Datasets Trans.
speech [h]

Recordings Speakers Percent
of total
[%]

read 25 3362.1 5942 9080 56.17
conversational 13 1184 1558 1717 19.78
various 4 1134 48 1684 18.94
public speech 8 275 725 1286 4.59
no info 3 31 365 105 0.52

Table 4.9: Distribution of speech types for publicly reported ASR speech datasets for
Polish.

Table 4.10: Speaker and recordings meta-data availability in available speech datasets

No of datasets Trans. speech [h] Coverage [%]
Free Paid Free Paid Free Paid

Age info 3 4 798 578 48.63 18.22
Gender info 7 7 1008.1 2739 61.43 86.35
Nativity info 5 5 993.1 595 60.51 18.76
Time alignement
annotation

2 3 682 452 41.56 14.25

Accent or region
info

1 0 650 0 39.61 0

3. Google Sheet document and TSV files for independent analysis and automatic pro-

cessing.7.

4. Interactive catalog and up-to-date survey results on Hugging Face.8

Each platform is equipped with search functionality that enables the location of specific

information within the dataset catalog. The initial version of the catalog was made public

in January The survey results were published in March 2024 as a scientific article in the

Poznan Studies in Contemporary Linguistics (PSICL)9. The catalog is updated regularly.

4.2 RO2: Design and curation of ASR benchmark dataset

for Polish

4.2.1 Introduction

This section presents structured information on the dataset curated in this study. Dataset

features presented in this section were derived from the original documentation through
7Polish ASR speech data catalog - Google Sheet
8AMU Polish ASR Survey
9PSICL article
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the catalog and through the automatic analysis of the contents of the curated dataset.

The curation and analysis processes are described in the Methodology chapter Section 3.3

Table 4.11 shows the total hours, recordings, and speakers in curated datasets.

Dataset Trans. speech [h] Recordings Speakers
BIGOS 293 111272 3945

PELCRA 529 283258 972
Total 822 394530 4917

Table 4.11: Summary statistics of curated datasets

4.2.2 Datasets features derived from the documentation

This subsection discusses the characteristics derived from the initial documentation, orga-

nized based on the taxonomy outlined in Section3.3. The relevant characteristics of the

curated datasets were collected from the Polish ASR speech data catalog.

Licensing and language coverage

Tables 4.12 and 4.13 provide licensing and dataset type information.

Dataset Codename License Languages
Clarin Studio pjatk-clarin_studio-15 CC-BY monolingual
Clarin Mobile pjatk-clarin_mobile-15 CC-BY monolingual

Munich AI Labs LibriVox mailabs-corpus_librivox-19 Proprietary multilingual
Mozilla Common Voice mozilla-common_voice_15-23 CC-0 multilingual
Multilingual Librispeech fair-mls-20 CC-BY multilingual

Azon Read pwr-azon_read-20 CC-BY-SA monolingual
Azon Spotaneous pwr-azon_spont-20 CC-BY-SA monolingual
PWR Male Set pwr-maleset-unk Public domain monolingual

PWR Short Words pwr-shortwords-unk Public domain monolingual
PWR Very Important Utter. pwr-viu-unk Public domain monolingual

Google FLEURS google-fleurs-22 CC-BY multilingual
PolyAI Minds14 polyai-minds14-21 CC-BY multilingual

Table 4.12: BIGOS dataset subset license and language coverage.

105



Dataset Codename License Languages
DiaBiz ASR PolEval 22 ul-diabiz_poleval-22 Public domain monolingual
SpokesBiz CBIZ_BIO ul-spokes_biz_bio-23 CC-BY-NC-ND monolingual
SpokesBiz CBIZ_INT ul-spokes_biz_int-23 CC-BY-NC-ND monolingual
SpokesBiz CBIZ_LUZ ul-spokes_biz_luz-23 CC-BY-NC-ND monolingual
SpokesBiz CBIZ_POD ul-spokes_biz_pod-23 CC-BY-NC-ND monolingual
SpokesBiz CBIZ_PRES ul-spokes_biz_pres-23 CC-BY-NC-ND monolingual
SpokesBiz CBIZ_VC ul-spokes_biz_vc-23 CC-BY-NC-ND monolingual
SpokesBiz CBIZ_VC2 ul-spokes_biz_vc2-23 CC-BY-NC-ND monolingual

SpokesBiz CBIZ_WYW ul-spokes_biz_wyw-23 CC-BY-NC-ND monolingual
SpokesMix PELCRA_EMO ul-spokes_mix_emo-18 CC-BY monolingual
SpokesMix PELCRA_LUZ ul-spokes_mix_luz-18 CC-BY monolingual

SpokesMix PELCRA_PARL ul-spokes_mix_parl-18 CC-BY monolingual

Table 4.13: PELCRA for BIGOS dataset subset license and language coverage.

Domains, speech and interaction types.

Tables 4.14 and 4.15 outline domains, speech types, and interaction types for the BIGOS

and PELCRA datasets.

Codename Domain Speech type Interaction type
pjatk-clarin_studio-15 open domain read monolog
pjatk-clarin_mobile-15 open domain read monolog

mailabs-corpus_librivox-19 audiobook read monolog
mozilla-common_voice_15-23 open domain read monolog

fair-mls-20 audiobook read monolog
pwr-azon_read-20 scientific read monolog
pwr-azon_spont-20 scientific spontaneous monolog
pwr-maleset-unk commands read monolog

pwr-shortwords-unk commands read monolog
pwr-viu-unk commands read monolog

google-fleurs-22 wikipedia read monolog
polyai-minds14-21 banking read monolog

Table 4.14: BIGOS dataset subset domains and speech types.
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Codename Domain Speech type Interaction type
ul-diabiz_poleval-22 customer service spontaneous dialog
ul-spokes_biz_bio-23 open domain spontaneous dialog
ul-spokes_biz_int-23 open domain spontaneous dialog
ul-spokes_biz_luz-23 open domain spontaneous dialog
ul-spokes_biz_pod-23 open domain spontaneous dialog
ul-spokes_biz_pres-23 open domain spontaneous dialog
ul-spokes_biz_vc-23 open domain spontaneous dialog
ul-spokes_biz_vc2-23 open domain spontaneous dialog
ul-spokes_biz_wyw-23 open domain spontaneous dialog
ul-spokes_mix_emo-18 open domain spontaneous dialog
ul-spokes_mix_luz-18 open domain spontaneous dialog
ul-spokes_mix_parl-18 open domain spontaneous monolog

Table 4.15: PELCRA for BIGOS dataset subset domains and speech types.

Sources, acoustic environments and devices

Details regarding speech sources, acoustic environments, and audio devices for BIGOs and

PELCRA are available in Tables 4.16 and 4.17.

Codename Speech source Acoustic env. Audio device
pjatk-clarin_studio-15 volunteers quiet studio mic
pjatk-clarin_mobile-15 volunteers quiet mobile phone

mailabs-corpus_librivox-19 volunteers quiet various
mozilla-common_voice_15-23 crowd various various

fair-mls-20 volunteers various various
pwr-azon_read-20 volunteers quiet studio mic
pwr-azon_spont-20 public speakers mixed lavalier
pwr-maleset-unk volunteers quiet studio mic

pwr-shortwords-unk volunteers quiet studio mic
pwr-viu-unk volunteers quiet studio mic

google-fleurs-22 volunteers quiet mobile phone
polyai-minds14-21 crowd quiet mobile phone

Table 4.16: PELCRA for BIGOS dataset subset domains and speech types.
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Codename Speech source Acoustic environment Audio device
ul-diabiz_poleval-22 volunteers quiet telephone
ul-spokes_biz_bio-23 volunteers quiet lavalier mic
ul-spokes_biz_int-23 volunteers quiet lavalier mic
ul-spokes_biz_luz-23 volunteers quiet lavalier mic
ul-spokes_biz_pod-23 public speakers quiet various
ul-spokes_biz_pres-23 public speakers quiet various
ul-spokes_biz_vc-23 volunteers quiet lavalier mic
ul-spokes_biz_vc2-23 volunteers quiet lavalier mic
ul-spokes_biz_wyw-23 volunteers quiet lavalier mic
ul-spokes_mix_emo-18 volunteers quiet lavalier mic
ul-spokes_mix_luz-18 volunteers quiet lavalier mic

Table 4.17: PELCRA for BIGOS dataset subset domains and speech types.

4.2.3 Datasets features derived from the analysis of datasets contents

The content of the curated datasets was analyzed following the process described in Section

3.3.3

Size of the audio content

Tables 4.18 and 4.19 show the size metrics for BIGOS and PELCRA, including total hours

of speech, number of samples, and unique speakers.

Subset Transcribed audio[h] Samples Speakers
fair-mls-20 107.86 26072 24
google-fleurs-22 12.07 3937 3
mailabs-corpus_librivox-19 32.14 14862 2
mozilla-common_voice_15-23 53 36910 2920
pjatk-clarin_mobile-15 12.48 3495 117
pjatk-clarin_studio-15 56.43 13810 553
polyai-minds14-21 3.07 562 3
pwr-azon_read-20 5.72 2788 29
pwr-azon_spont-20 2.14 456 27
pwr-maleset-unk 6.38 4738 3
pwr-shortwords-unk 1.43 939 3
pwr-viu-unk 1.04 2703 3
total 293.76 111272 3945

Table 4.18: Audio content size metrics for BIGOS dataset
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Subset Transcribed audio[h] Samples Speakers
ul-diabiz_poleval-22 9.83 8950 170
ul-spokes_biz_bio-23 137.98 54917 158
ul-spokes_biz_int-23 2.25 1109 9
ul-spokes_biz_luz-23 74.27 41966 158
ul-spokes_biz_pod-23 55 22807 113
ul-spokes_biz_pres-23 32.25 17174 55
ul-spokes_biz_vc-23 52.07 45272 78
ul-spokes_biz_vc2-23 81.04 25802 84
ul-spokes_biz_wyw-23 28.21 11357 38
ul-spokes_mix_emo-18 25.61 24329 40
ul-spokes_mix_luz-18 18.74 20919 21
ul-spokes_mix_parl-18 12.27 8656 48
total 529.52 283258 972

Table 4.19: Audio content size metrics for PELCRA dataset

Size of the text content

Tables 4.20 and 4.21 show the size metrics for BIGOS and PELCRA, including the total

number of samples, words, and characters.

Subset Samples Words Characters
fair-mls-20 26072 886046 5639669
google-fleurs-22 3937 72641 509844
mailabs-corpus_librivox-19 14862 252479 1650672
mozilla-common_voice_15-23 36910 305333 2136502
pjatk-clarin_mobile-15 3495 91142 620158
pjatk-clarin_studio-15 13810 582840 2339971
polyai-minds14-21 562 10160 64431
pwr-azon_read-20 2788 27767 237161
pwr-azon_spont-20 456 17254 112521
pwr-maleset-unk 4738 39305 270386
pwr-shortwords-unk 939 9003 61752
pwr-viu-unk 2703 4776 30951
total 111272 2298746 13674018

Table 4.20: Text content size metrics for BIGOS dataset
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Subset Samples Words Characters
ul-diabiz_poleval-22 8950 105206 585481
ul-spokes_biz_bio-23 54917 1278269 7694395
ul-spokes_biz_int-23 1109 23123 141643
ul-spokes_biz_luz-23 41966 786593 4490695
ul-spokes_biz_pod-23 22807 605852 3650700
ul-spokes_biz_pres-23 17174 251841 1642817
ul-spokes_biz_vc-23 45272 568780 3348648
ul-spokes_biz_vc2-23 25802 755885 4526688
ul-spokes_biz_wyw-23 11357 259517 1552980
ul-spokes_mix_emo-18 24329 252380 1379695
ul-spokes_mix_luz-18 20919 204587 1132428
ul-spokes_mix_parl-18 8656 100992 669210
total 283258 5193025 30815380

Table 4.21: Text content size metrics for PELCRA dataset

Unique utterances, vocabulary, and alphabet size

The counts of unique utterances, vocabulary (words), and alphabet size (characters) are

shown in Tables 4.22 and 4.23.

Subset Unique utt. Unique words Unique chars
fair-mls-20 26069 89464 37
google-fleurs-22 1919 13826 71
mailabs-corpus_librivox-19 14796 51144 77
mozilla-common_voice_15-23 36853 66815 87
pjatk-clarin_mobile-15 3487 26424 35
pjatk-clarin_studio-15 13525 57853 39
polyai-minds14-21 550 1636 69
pwr-azon_read-20 1517 7628 32
pwr-azon_spont-20 456 5004 32
pwr-maleset-unk 4006 12970 62
pwr-shortwords-unk 668 3649 54
pwr-viu-unk 13 18 27

Table 4.22: Text content features for BIGOS dataset
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Subset Unique utt. Unique words Unique chars
ul-diabiz_poleval-22 8760 13716 72
ul-spokes_biz_bio-23 54096 108163 113
ul-spokes_biz_int-23 1100 5195 68
ul-spokes_biz_luz-23 41600 87990 105
ul-spokes_biz_pod-23 22753 69735 101
ul-spokes_biz_pres-23 17155 47352 100
ul-spokes_biz_vc-23 44647 63913 96
ul-spokes_biz_vc2-23 25567 79725 114
ul-spokes_biz_wyw-23 11192 39147 94
ul-spokes_mix_emo-18 20798 15485 67
ul-spokes_mix_luz-18 19526 20101 83
ul-spokes_mix_parl-18 8502 15338 78

Table 4.23: Text content features for PELCRA dataset

Speech rates

Speech rates derived from the analysis of audio and text content can be found in Tables

4.24 and 4.25.

Subset Words per second Chars per second
fair-mls-20 2.28 12.24
google-fleurs-22 1.67 10.06
mailabs-corpus_librivox-19 2.18 12.08
mozilla-common_voice_15-23 1.6 9.6
pjatk-clarin_mobile-15 2.03 11.77
pjatk-clarin_studio-15 2.87 8.65
polyai-minds14-21 0.92 4.91
pwr-azon_read-20 1.35 10.17
pwr-azon_spont-20 2.24 12.36
pwr-maleset-unk 1.71 10.05
pwr-shortwords-unk 1.76 10.32
pwr-viu-unk 1.27 6.98

Table 4.24: Audio content features for BIGOS dataset
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Subset Words per second Chars per second
ul-diabiz_poleval-22 2.97 13.56
ul-spokes_biz_bio-23 2.57 12.92
ul-spokes_biz_int-23 2.85 14.62
ul-spokes_biz_luz-23 2.94 13.85
ul-spokes_biz_pod-23 3.06 15.38
ul-spokes_biz_pres-23 2.17 11.98
ul-spokes_biz_vc-23 3.03 14.83
ul-spokes_biz_vc2-23 2.59 12.93
ul-spokes_biz_wyw-23 2.56 12.74
ul-spokes_mix_emo-18 2.74 12.23
ul-spokes_mix_luz-18 3.03 13.75
ul-spokes_mix_parl-18 2.29 12.86

Table 4.25: Audio content features for PELCRA dataset

Average utterance durations

Tables 4.26 and 4.27 provide data on audio and utterance durations.

Subset Avg. dur. [s] Avg. len. [words] Avg. len. [chars]
fair-mls-20 14.89 33.98 216.31
google-fleurs-22 11.04 18.45 129.5
mailabs-corpus_librivox-19 7.79 16.99 111.07
mozilla-common_voice_15-23 5.17 8.27 57.88
pjatk-clarin_mobile-15 12.86 26.08 177.44
pjatk-clarin_studio-15 14.71 42.2 169.44
polyai-minds14-21 19.65 18.08 114.65
pwr-azon_read-20 7.38 9.96 85.06
pwr-azon_spont-20 16.9 37.84 246.76
pwr-maleset-unk 4.85 8.3 57.07
pwr-shortwords-unk 5.44 9.59 65.76
pwr-viu-unk 1.39 1.77 11.45

Table 4.26: Average duration of audio recordings and utterances — BIGOS dataset.
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Subset Avg. dur. [s] Avg. len. [words] Avg. len. [chars]
ul-diabiz_poleval-22 3.96 11.75 65.42
ul-spokes_biz_bio-23 9.04 23.28 140.11
ul-spokes_biz_int-23 7.31 20.85 127.72
ul-spokes_biz_luz-23 6.37 18.74 107.01
ul-spokes_biz_pod-23 8.68 26.56 160.07
ul-spokes_biz_pres-23 6.76 14.66 95.66
ul-spokes_biz_vc-23 4.14 12.56 73.97
ul-spokes_biz_vc2-23 11.31 29.3 175.44
ul-spokes_biz_wyw-23 8.94 22.85 136.74
ul-spokes_mix_emo-18 3.79 10.37 56.71
ul-spokes_mix_luz-18 3.22 9.78 54.13
ul-spokes_mix_parl-18 5.1 11.67 77.31

Table 4.27: Average duration of audio recordings and utterances — PELCRA dataset.

Meta-data coverage

Tables 4.28 and 4.29 illustrate the levels of availability for speaker meta-data in the BIGOS

and PELCRA datasets, respectively.

Subset Gender coverage [%] Age coverage [%]
fair-mls-20 N/A N/A
google-fleurs-22 100.0 N/A
mailabs-corpus_librivox-19 100.0 N/A
mozilla-common_voice_15-23 63.92 63.95
pjatk-clarin_mobile-15 N/A N/A
pjatk-clarin_studio-15 N/A N/A
polyai-minds14-21 N/A N/A
pwr-azon_read-20 100.0 N/A
pwr-azon_spont-20 100.0 N/A
pwr-maleset-unk 100.0 N/A
pwr-shortwords-unk 100.0 N/A

Table 4.28: Coverage of speaker meta-data — BIGOS dataset
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Subset Gender coverage [%] Age coverage [%]
ul-diabiz_poleval-22 N/A N/A
ul-spokes_biz_bio-23 100.0 100.0
ul-spokes_biz_int-23 100.0 100.0
ul-spokes_biz_luz-23 100.0 100.0
ul-spokes_biz_pod-23 100.0 100.0
ul-spokes_biz_pres-23 100.0 100.0
ul-spokes_biz_vc-23 100.0 100.0
ul-spokes_biz_vc2-23 100.0 100.0
ul-spokes_biz_wyw-23 100.0 100.0
ul-spokes_mix_emo-18 100.0 100.0
ul-spokes_mix_luz-18 100.0 100.0

Table 4.29: Coverage of speaker meta-data — PELCRA dataset

4.2.4 Availability of curated datasets

The following methods were used to share the dataset and gather feedback from the com-

munity:

1. Accessibility, discoverability, and tracking: The curated BIGOS 10 and PEL-

CRA 11 datasets were uploaded to the Hugging Face datasets hub, ensuring discover-

ability and long-term accessibility with easy access control. It also enables tracking

of number of downloads. Table 4.30 shows publication dates and download counts.

2. Open licensing: The datasets were shared under open licenses: BIGOS under CC-

BY-SA and PELCRA under CC-BY-NC-ND.

3. Public dashboards: Dataset content analysis results were made available on a

public dashboard,12 providing insights into the dataset contents and more informed

interpretation of evaluation results.

4. Feedback mechanisms: The Hugging Face platform allows direct feedback from

users of datasets.

Dataset Publication date Downloads
BIGOS V2 November 2023 4,886
PELCRA for BIGOS December 2023 977

Table 4.30: Publication date and number of downloads of BIGOS datasets as of June 6th
2024.

10BIGOS dataset on HF datasets
11PELCRA for BIGOS dataset on HF hub
12AMU BIGOS dataset dashboard
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4.3 RO3: Survey of ASR benchmarks for Polish

4.3.1 Introduction

Research questions concerning the survey of ASR benchmarks include:

• RQ 8: How to identify and systematically categorize Polish ASR benchmarks using

publicly available information?

• RQ 9: What methods, datasets and ASR systems have been considered in the Polish

ASR benchmarks so far?

• RQ 10: What automatic speech recognition (ASR) systems supporting Polish have

not yet been evaluated?

• RQ 11: Which ASR benchmarks have evaluated commercial and freely available

systems?

• RQ 12: What ASR system is ranked as the best performing one?

• RQ 13: How are the main conclusions derived from the ASR benchmarks so far?

• RQ 14: How the results of the survey of the Polish ASR benchmark be shared with

the community?

The survey methodology presented in Section 3.4 constitutes the answer to research

question 7. The following sections provide answers to the remaining research questions, as

outlined in Table 4.31.

Research question ID Subsection with relevant results
RQ8 3.4
RQ9 4.3.2
RQ10 4.3.2
RQ11 4.3.2

RQ12, RQ13 4.3.2
RQ14 4.3.2

Table 4.31: Overview of sections providing relevant results to research questions RQ7-
RQ13
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4.3.2 Results

Polish ASR systems benchmarks overview

As of February 2024, six benchmarks of Polish ASR systems were reported in the public

domain.

Benchmark Use cases
BOR POLSL PS 18 Voice Control
PolEval PJATK 19 Oration

DiaBiz CLARIN Voicelab 22 Conversations
SpokesBiz CLARIN 23 Conversations, Meetings, Orations

Medical UW SOVVA PS 23 Dictation
Medical PG 23 Dictation

Table 4.32: Overview of ASR use-cases covered in Polish ASR benchmarks to date.

Table 4.33 displays the benchmarks reported by year, the number of systems, the

metrics, and the datasets used.

Benchmark Year Systems Datasets Metrics
automatic

Metrics
manual

BOR POLSL PS 18 2018 3 1 3 0
PolEval PJATK 19 2019 6 1 1 0
DiaBiz CLARIN
Voicelab 22

2022 3 7 3 0

Medical PG 23 2023 3 1 6 0
Medical UW PS 23 2023 3 1 5 3
SpokesBiz CLARIN 23 2023 1 8 3 0

Table 4.33: Public domain ASR benchmarks 2018-2023.

Datasets and domains

Metrics

Systems Table 4.38 presents the benchmarks conducted from 2018 to 2023, along with

the count and details of the ASR systems evaluated. In total 19 systems or system-model

combinations were benchmarked.

Table 4.39 shows the number of independent evaluations of various ASR systems for

the Polish language that have been publicly reported.

Polish ASR systems lacking public benchmark evaluations.

Table 4.40 presents ASR systems that support the Polish language (as of February 2024)

and have not been publicly evaluated before this research.

116



Benchmark Domain Speech
types

Audio sources Recording
devices

BOR POLSL
PS 18

government
training

read field recordings lavalier
microphone

PolEval
PJATK 19

parliamentary
speech

read field recordings venue
microphone

DiaBiz
CLARIN 22

customer
support

spontaneous phone
conversations

phone

SpokesBiz
CLARIN 23

various spontaneous podcasts, inter-
views

various

Medical UW
PS 23

medical terms read field
recordings

lavalier
microphone

Medical PG
23

medical terms read field
recordings

lavalier
microphone

Table 4.34: Overview of domains, speech types, audio sources and recording devices.

Benchmark Audio [hours] Domains Recordings Speakers
BOR POLSL PS 18 1 1 140 18
PolEval PJATK 19 1 1 29 29
DiaBiz CLARIN 22 41 7 400 151

SpokesBiz CLARIN 23 52 7 79 79
Medical UW PS 23 1 1 1000 no info

Medical PG 23 1 1 1200 10

Table 4.35: Datasets size and number of domains, recordings, and speakers.

Types of ASR systems included in benchmarks

Best performing ASR systems and major conclusions across benchmarks

BOR POLSL PS 18

• Tested systems are insufficient for BOR officer training applications characterized

by the noisy acoustic conditions and emotional, rapid speech. The tested systems

are more suited to recognize speech dictated by a single speaker in quiet acoustic

conditions.

• Correct recognition of entire speech segments is rare. Many recognitions are com-

pletely incorrect or contain similar-sounding words. The best upper-bound recogni-

tion rate for selected commands was achieved with the Google Cloud Speech-to-text

system (90% and 60% correctly recognized words in clean and noisy conditions, re-

spectively.) The average recognition rate in all test cases and scenarios was not

reported. The examplary results for clean and noisy conditions are presented in Fig-
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Benchmark Acoustic condi-
tions

Recordings annotations Speaker meta-data

BOR POLSL PS 18 mixed none none
PolEval PJATK 19 mixed none none
DiaBiz CLARIN 22 mixed timestamped diarizations,

non-speech events
age, gender, education

SpokesBiz CLARIN 23 mixed timestamped diarizations,
non-speech events

age, gender, education

Medical UW PS 23 clean none age, gender, region

Table 4.36: Acoustic conditions, annotations, and speaker meta-data across Polish ASR
benchmarks

Benchmark Automatic
evaluation

Human
evaluation

Lexicon based
metrics

Annotation based met-
rics

BOR POLSL PS
18

yes no SRR, WRR none

PolEval PJATK
19

yes no WER none

DiaBiz CLARIN
Voicelab 22

yes no WER none

SpokesBiz
CLARIN 23

yes no WER, MER, WIL none

Medical UW PS
23

yes yes Accuracy, WER,
LED, JWS

Error types (mis-
recognition, quality,
word boundary)

Medical PG 23 yes no WER, MER,
WIL, CER, LED,
Jaccard distance

none

Table 4.37: Overview of metrics employed in Polish ASR systems benchmarks.

ure 4.2 and 4.3, respectively. Results are presented for individual commands in test

set (denoted as K1, K2 etc.)
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Benchmark Evaluated systems Models
evaluated

BOR POLSL PS 18 ARM, Skrybot, Google 3
PolEval PJATK 19 GOLEM, ARM-1, SGMM2, tri2a, clarin-pl-

studio, clarin-pl-sejm
6

DiaBiz CLARIN Voicelab
22

Azure, Google, Voicelab 3

SpokesBiz CLARIN 23 Whisper (large) 1
Medical UW PS 23 Azure, Google, Techmo 3
Medical PG 23 Azure, Google, Whisper (large-v2) 3

Total 19

Table 4.38: Publicly reported evaluations of ASR models for Polish language.

System Benchmarks system
azure_latest 3

google_default 4
skrybot_default 1
voicelab_default 1

arm_default 2
techmo_default 1

clarin_studio_kaldi_default 1
clarin_pl_sejm_default 1

golem_default 1
sgmm2_default 1
tri2a_default 1

whisper_local_large-v2 2
Total 19

Table 4.39: Number of reported independent evaluations and benchmarks per system.

Figure 4.2: ASR benchmark results — POLSL dataset. Source: [99].
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System Model Type License
google_v2 long commercial Proprietary
google_v2 short commercial Proprietary
google latest_long commercial Proprietary
google latest_short commercial Proprietary
google command_and_search commercial Proprietary
whisper_cloud whisper-1 commercial Proprietary
assembly_ai best commercial Proprietary
assembly_ai nano commercial Proprietary
notta.ai default commercial Proprietary
mms 1b-all free CC-BY-NC
mms 1b-fl102 free CC-BY-NC
mms 1b-l1107 free CC-BY-NC
nemo stt_pl_fastconformer_hybrid_large_pc free CC-BY
nemo nemo_stt_multilingual_fastconformer... free CC-BY
nemo stt_pl_quartznet15x5 free CC-BY
whisper_local tiny free MIT
whisper_local base free MIT
whisper_local small free MIT
whisper_local medium free MIT
whisper_local large-v1 free MIT
whisper_local large-v3 free MIT
wav2vec xls-r-1b-polish free Apache
wav2vec large_xlsr-53-polish free Apache

Table 4.40: ASR systems supporting Polish not yet evaluated in the public domain.

Figure 4.3: ASR benchmark results — BOR dataset scenario 1, year 2018. Source: [99]

PolEval PJATK 19
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Benchmark Year System types
BOR POLSL PS 18 2018 Commercial
PolEval PJATK 19 2019 Community provided
DiaBiz CLARIN 22 2022 Commercial

SpokesBiz CLARIN 23 2023 Commercial
Medical UW PS 23 2023 Commercial

Medical PG 23 2023 Commercial + Public domain

Table 4.41: Types of ASR systems evaluated in public domain ASR benchmarks 2018-2023.

Figure 4.4: ASR benchmark results — PolEval year 2019. Source: [59]

• All systems, except for ARM-1, were based on Kaldi framework framework.

• All systems, except for clarin-pl/sejm and clarin-pl/studio, used GMM models.

• The best systems in the fixed competition (limited training data available) was

GOLEM with WER of 12.8%. The best system in the open competition was clarin-

pl/sejm with WER of 11.8 %. Full results from the original report are presented in

Figure 4.4

DiaBiz CLARIN Voicelab 22

• Microsoft’s Azure service achieved the best WER (10.51%) for both channels.

• Voicelab’s ASR had an overall WER of 11.51 %, close to Azure’s performance.

• Google’s ASR service for Polish had a worse WER of 20.84% on the DiaBiz dataset.

• Azure outperformed other ASR systems in 8 out of 9 domains.

• Voicelab’s ASR was slightly better for telecommunications customer support dia-

logues.
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Figure 4.5: ASR benchmark results — DiaBiz corpus, year 2022. Source: [110]

Whisper 22

Figure 4.6: ASR benchmark results — Whisper, MLS corpus, year 2022. Source: [117]

Figure 4.7: ASR benchmark results — Whisper, CommonVoice corpus, year 2022. Source:
[117]
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Figure 4.8: ASR benchmark results — Whisper, VoxPopuli corpus, year 2022. Source:
[117]

Figure 4.9: ASR benchmark results — Whisper, FLEURS corpus, year 2022. Source: [117]

SpokesBiz CLARIN 23

• The WER on all samples is 20.1%.

• WER ranges between 15.2% and 26%.

• The quality of the recording and the vocabulary domain greatly affect WER.

• Whisper V2 accuracy differs from official evaluations reported by Radford et al.

[117] on Common Voice (7.6%), VoxPopuli (7.8%), MLS (5%) and FLEURS (5.4%)

datasets.

Figure 4.10: ASR evaluation results — SpokesBiz corpus, year 2023. Source: [111]
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Medical UW PS 23

• Accuracy of all three tested ASR systems was greater than 86%, with a difference

of only 1.7% between the best and worst result. Google ASR was best, followed by

Techmo ASR and Microsoft ASR,

• The best, average and worst result remained the same for remaining metrics (WER,

Levenshtein editing distance algorithm and Jaro-Winkler similarity), indicating strong

correlation among metrics.

• Manual errors classification was performed. Three types of errors were considered:

– Misrecognitions – instances where the ASR system did not recognize the recorded

expression, either completely or with an altered meaning.

– Quality Problems – situations where the ASR system identified the recorded

expression with slight inaccuracies that did not alter the overall meaning of the

phrase.

– Word Boundaries – instances where the ASR system accurately detected the

spoken phrase, yet failed to correctly identify initial or final segments of some

words.

• Manual inspection highlighted differences in types of errors of individual systems:

– Techmo ASR had the lowest percentage of Misrecognitions ( 61,7%) as compared

to

Microsoft ASR (71,2%) and Google ASR (73,2%).

– Microsoft ASR had the lowest percentage of Quality Problems (14,8%) as com-

pared to Google ASR (23,6%) and Techmo ASR (26,6%)

– Google ASR had the lowest percentage of Word Boundaries (3,2%) as compared

to Microsoft ASR and Techmo ASR (14,0%) for Microsoft ASR (11,7%).

Medical PG 23 According to the authors, the results obtained "show that the highest

efficiency for most cases was obtained by Azure speech-to-text. However, none of the tested

models is ready for voice filling medical records, describing cases, or prescribing treatment,
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Figure 4.11: ASR benchmark results — Accuracy of medical terms recognition, Kuligowska
et. al, year 2023. Source: [68]

Figure 4.12: ASR benchmark results — Recognition errors classification, Kuligowska et.
al, year 2023. Source: [68]

because the number of errors made when converting speech to text is too high."[153]

Specifically, the average WER for the best ASR system (Google STT) for all speech types

(male, female, synthetic) exceeds 56%.

Benchmarks survey results sharing

The survey results were made publicly available on GitHub 13 and Hugging Face14 platforms

along Polish ASR speech datasets survey, as well as publicly accessible spreadsheet 15.

13Polish ASR survey GitHub
14Polish ASR survey HuggingFace
15Polish ASR benchmarks catalog

Figure 4.13: ASR benchmark results — Medical terms recognition, Zielonka et. al, year
2023. Source: [153]
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4.4 RO5: Use of curated dataset for benchmarking ASR sys-

tems for Polish

4.4.1 Introduction

The benchmark of ASR systems supporting Polish was performed on BIGOS and PELCRA

datasets. The curation process and datasets content were described in detail in Sections

3.3 and 4.2.3, respectively. For simplicity, in this section the subsets of test splits from the

BIGOS and PELCRA4BIGOS datasets used for evaluation are referred to as BIGOS and

PELCRA, respectively. Table 4.42 outlines the types and number of evaluated systems.

Benchmark name System types Number of systems
BIGOS Commercial + Public domain 25

PELCRA FOR BIGOS Commercial + Public domain 25

Table 4.42: ASR benchmarks performed in this study.

The evaluated systems are described in Section 3.6.2. All available ASR systems for

Polish, which have not been evaluated to date (4.40.), except notta.ai16, were included in

this benchmark.

Table 4.43 outlines the evaluation scenarios and the relevant sections that present the

results. The relation between specific evaluation scenarios and research questions was

described in Section 3.6.2.

Eval scenario Scenario codename Relevant section
ES1 accuracy_across_systems 4.4.3
ES2 accuracy_per_dataset 4.4.3
ES3 accuracy_per_system_type 4.4.3
ES4 accuracy_per_model_size 4.4.3
ES5 accuracy_per_audio_duration 4.4.3
ES6 accuracy_per_speaking_rate 4.4.3
ES7 accuracy_per_speaker_age_group 4.4.3
ES8 accuracy_per_speaker_gender 4.4.3

Table 4.43: ASR systems evaluation scenarios overview

4.4.2 Evaluation setups

Tables 4.44 and 4.45 show an overview of the evaluation parameters for the BIGOS and

PELCRA datasets, respectively.
16notta.ai/transcribe-pl
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Attribute Value
Evaluation date March 2024
Number of evaluated system-model variants 25
Dataset pl-asr-bigos-v2
Split test
Text reference type original
Normalization steps all
Number of dataset subsets 12
Number of evaluated system-model-subset combinations 300
Number of unique speakers in dataset 83
Number of unique recordings used for evaluation 1993
Total size of the evaluation dataset 4.85 hours
Total number of test cases (audio-hypothesis pairs) 49726

Table 4.44: Evaluation details for BIGOS dataset

Attribute Value
Evaluation date March 2024
Number of evaluated system-model variants 25
Dataset pl-asr-pelcra-for-bigos
Split test
Text reference type original
Normalization steps all
Number of evaluated subsets 12
Number of evaluated system-model-subsets combinations 300
Number of unique speakers 22
Number of unique recordings used for evaluation 2345
Total size of the dataset 4.71 hours
Total number of test cases (audio-hypothesis pairs) 56354

Table 4.45: Evaluation details for PELCRA dataset

4.4.3 Evaluation scenarios

This section shows the results of the evaluation scenarios described in 3.6.2. For each

scenario, the results are presented independently for the BIGOS and PELCRA datasets.

ES1 — Accuracy across systems

BIGOS dataset Table 4.46 shows the median, mean, standard deviation, minimum, and

maximum values of WER. These scores are for the variants of the system model evaluated

on a subset of recordings from the BIGOS dataset. The results are sorted from the best

to the worst median WER score.

Figure 4.14 shows the box plot of WER scores (without outliers) of 25 systems evaluated

on BIGOS dataset. The x-axis lists the different ASR systems evaluated. The y-axis
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Word Error Rate (WER) [%]
Model Median Mean Std. Min. Max.

whisper_large_v3 5.53 8.38 7.5 3.79 29.17
whisper_cloud 5.97 10.05 8.53 4.17 31.85
assembly_best 6.25 8.47 6.15 4.46 25.2

whisper_large_v2 6.61 9.58 8.68 5.03 35.32
whisper_large_v1 7.84 10.5 8.75 4.11 36.01
whisper_medium 9.03 11.52 8.62 5.94 36.61

google_long 10.26 11.12 7.74 0 26.28
google_v2_long 10.38 11.24 7.78 0.28 27.37

w2v-1b-pl 10.38 13.74 8.12 7.43 32.93
google_short 11.09 12.46 7.02 0 28.27

mms_all 11.93 16.9 11.29 7.15 42.46
nemo_multilang 12.75 15.03 10.65 2.1 42.56

nemo_pl_confromer 12.75 15.03 10.65 2.1 42.56
nemo_pl_quartznet 12.75 15.03 10.65 2.1 42.56

google_v2_short 14.98 17.8 13.71 0 52.73
google_cmd_search 15.19 14.52 6.69 0.28 22.97

azure_latest 15.38 18.85 13.2 1.14 39.87
whisper_small 15.92 20.52 16.26 8.11 68.65
google_default 16.51 15.53 7.29 0.28 25.22

mms_1107 19.16 22.25 10.47 11.29 47.52
w2v-53-pl 20.7 25.53 16.77 6.81 69.35
mms_102 20.83 22.56 10.35 11.69 45.83

whisper_base 31.79 35.6 17.86 21.49 85.81
assembly_nano 32.83 52.53 66.27 14.54 260.86
whisper_tiny 44.4 54.28 28.92 33.71 139.29

Table 4.46: WER statistics – BIGOS dataset

represents the WER scores in percentages. A lower WER score signifies better performance.
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Figure 4.14: Mean WER per system for all BIGOS dataset subsets.

PELCRA dataset Table 4.47 presents the WER scores statistics derived from evalu-

ation on subset of recordings from the PELCRA dataset test split. The results are ordered

from the lowest to the highest median WER score. Figure 4.15 illustrates the box plot of

WER scores (excluding outliers) for 25 systems assessed on the PELCRA dataset.

Figure 4.15: Mean WER for all PELCRA dataset subsets.
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Word Error Rate (WER) [%]
Model Median Mean Std. Min. Max.

whisper_large_v3 18.45 19.45 8.02 8.74 34.25
whisper_cloud 18.54 19.64 8.31 10.12 35.6

whisper_large_v2 19.55 20.57 8.36 10.49 35.4
whisper_large_v1 20.02 21.94 10.1 9.21 42.29

assembly_best 21.01 21.53 8.02 10.8 37.72
whisper_medium 22.2 22.66 9.09 10.76 36.65

google_short 23.91 24.58 9.95 7.82 39.3
whisper_small 28.12 28.97 12.42 10.49 48.97
google_long 28.16 26.86 10.91 7.95 46.1

google_v2_long 29.06 27.84 10.5 10.49 45.99
azure_latest 30.42 33.51 16.77 5.27 58.08

mms_all 34.48 34.03 9.28 17.74 48.51
google_cmd_search 35.42 35.21 11.81 13.98 54.89

google_default 37.26 36.08 11.76 13.92 55.01
google_v2_short 37.58 32.68 11.55 8.86 46.77
nemo_multilang 39.02 38.02 13.16 15.81 55.93

nemo_pl_quartznet 39.02 38.02 13.16 15.81 55.93
nemo_pl_confromer 39.02 38.02 13.16 15.81 55.93

mms_1107 39.36 37.06 12.75 16.17 56.37
w2v-1b-pl 39.39 37.49 12.79 15.23 54.5
mms_102 39.78 41.04 12.11 24.84 62.16

whisper_base 42.17 45.65 20.28 21.99 89.14
assembly_nano 52.3 54.93 13.63 33.74 76.4

w2v-53-pl 53.52 50.28 13.62 24.42 70.58
whisper_tiny 60.38 61.86 25.12 32.46 114.1

Table 4.47: WER statistics – PELCRA dataset

ES2 — Accuracy per subset

BIGOS dataset Table 4.48 presents the statistics of the WER scores for each subset of

the BIGOS dataset in different combinations of systems-models. Figure 4.16 presents the

WER scores box plots for individual subsets from BIGOS dataset derived from evaluations

across all system-model combinations.
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Word Error Rate (WER) [%]
Subset Median Mean Std. Min. Max.

pwr-shortwords-unk 7.77 11.05 10.11 4 46.06
pwr-maleset-unk 9 12.07 10.14 3.79 43.79

mozilla-common_voice_15-23 10.09 14.89 12.81 2.1 55.77
mailabs-corpus_librivox-19 10.28 13.77 10.05 4.9 44.06

pwr-viu-unk 10.54 25.96 52.07 0 260.86
pjatk-clarin_studio-15 10.93 12.79 6.42 5.86 34.96

fair-mls-20 11.29 14.76 12.02 4.42 52.73
google-fleurs-22 14.52 17.73 12.11 5.33 56.06

pjatk-clarin_mobile-15 14.57 16.93 10.53 5.57 52.96
pwr-azon_read-20 16.98 17.4 9.44 5.31 38.47
pwr-azon_spont-20 24.03 25.32 7.3 16.4 44.74
polyai-minds14-21 36.61 42.43 26.47 13.59 139.29

Table 4.48: WER statistics for all ASR systems and specific subsets of BIGOS dataset.

Figure 4.16: Box plot of WER for all systems per specific subset of BIGOS dataset.

PELCRA dataset Table 4.49 shows the statistics of WER scores for various subsets

of the PELCRA dataset, evaluated across different system-model combinations. Figure

4.17 displays the box plots of WER scores for each subset of the PELCRA dataset, based

on evaluations from all system-model combinations.
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Word Error Rate (WER) [%]
Subset Median Mean Std. Min. Max.

ul-spokes_mix_emo-18 13.92 16.07 11.55 5.27 62.46
ul-spokes_mix_parl-18 23.39 25.1 12.76 13.33 72.62
ul-spokes_biz_int-23 25.24 24.26 9.48 12.1 49.4
ul-spokes_biz_vc-23 27.39 24.99 10.6 11.75 58.35

ul-spokes_biz_pres-23 27.7 27.27 12.06 10.54 53.22
ul-spokes_biz_vc2-23 36.5 35.63 9.81 22.46 62.59
ul-spokes_biz_pod-23 37.22 36.09 11.15 20.25 59.47
ul-spokes_biz_luz-23 38.15 36.59 11.47 19.67 61.29

ul-spokes_biz_wyw-23 39.78 36.9 13.57 17.14 68.61
ul-spokes_mix_luz-18 43.33 44.24 14.77 24.15 76.4
ul-diabiz_poleval-22 48.97 50.58 17.43 30.04 100.27
ul-spokes_biz_bio-23 51.52 49.3 19.02 27.89 114.1

Table 4.49: WER statistics for all ASR systems and specific subsets of PELCRA set.

Figure 4.17: Box plot of WER for all systems per specific subset of PELCRA dataset.

ES3 — Accuracy per system type

This section shows the results of comparing the accuracy of ASR systems based on whether

they are available freely or commercially.

BIGOS dataset Tables 4.50 shows the WER statistics calculated for all subsets and

systems of type free and commercial for BIGOS.

Table 4.51 presents the systems recognized for having the highest and lowest average
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Word Error Rate (WER) [%]
Type Median Mean Std. Min. Max.

commercial 12.96 17.26 24.98 0 260.86
free 14.57 19.76 17.36 2.1 139.29

Table 4.50: WER statistics for free and paid ASR systems on BIGOS dataset.

WER across all subsets of the BIGOS dataset.

Type Best system Worse system
Free whisper_large_v3 whisper_tiny

Commercial whisper_cloud assembly_nano

Table 4.51: Best and worse systems for BIGOS dataset.

Table 4.52 presents the WER statistics for the most accurate systems of each type

obtained for the BIGOS dataset. WER statistics for the least accurate commercial and

Word Error Rate (WER) [%]
System Median Mean Std. Min. Max.
Best free 5.53 8.38 7.5 3.79 29.17

Best commercial 6.25 8.47 6.15 4.46 25.2

Table 4.52: WER statistics for the most accurate free and commercial systems. BIGOS
dataset.

free systems for the BIGOS dataset are presented in table 4.52.
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Figure 4.18: Comparison of WER for the most accurate free and paid ASR systems. BIGOS
dataset.

Figure 4.18 illustrate a comparison of accuracy between the top-performing systems

across various subsets of the BIGOS dataset.

Table 4.53 illustrates the WER statistics for the lowest performing systems in the

BIGOS dataset. A visual comparison can be found in Figure 4.19.

Word Error Rate (WER) [%]
System Median Mean Std. Min. Max.

Worst commercial 32.83 52.53 66.27 14.54 260.86
Worst free 44.4 54.28 28.92 33.71 139.29

Table 4.53: WER statistics for the most accurate free and commercial systems. BIGOS
dataset.
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Figure 4.19: Comparison of WER for the least accurate free and paid ASR systems. BIGOS
dataset.

PELCRA dataset Table 4.54 presents the WER statistics for the PELCRA dataset,

comparing average, median, minimum and maximum WER for free and commercial ASR

systems.

Word Error Rate (WER) [%]
System Median Mean Std. Min. Max.

Commercial 29.88 31.29 14.69 5.27 76.4
Free 33.58 35.67 17.36 8.74 114.1

Table 4.54: WER statistics for free and paid ASR systems evaluated on PELCRA dataset.

Table 4.55 shows the names of the systems identified as having the best and worst

overall accuracy.

Type Best accuracy Worst accuracy
Free whisper_large_v3 whisper_tiny

Commercial whisper_cloud assembly_nano

Table 4.55: Best and worst accurate systems for PELCRA dataset.

Table 4.56 shows the WER statistics for the top performing systems assessed using the
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PELCRA dataset.

Word Error Rate (WER) [%]
System Median Mean Std. Min. Max.
Best free 18.45 19.45 8.02 8.74 34.25

Best commercial 18.54 19.64 8.31 10.12 35.6

Table 4.56: The most accurate systems WER statistics. PELCRA dataset.

Figure 4.20: Comparison of WER for the most accurate free and paid ASR systems.
PELCRA dataset.

The performance analysis of the least efficient systems is shown in Table 4.57. A

graphical comparison across different subsets of the PELCRA dataset is illustrated in

Figure 4.21.

Word Error Rate (WER) [%]
System Median Mean Std. Min. Max.

Worst commercial 52.3 54.93 13.63 33.74 76.4
Worst free 60.38 61.86 25.12 32.46 114.1

Table 4.57: The least accurate systems WER statistics. PELCRA dataset.
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Figure 4.21: Comparison of WER for the least accurate free and paid ASR systems. PEL-
CRA dataset.

ES4 — Accuracy per model size

BIGOS dataset Table 4.58 contains information on the accuracy of model size recog-

nition, represented as average WER. Figure 4.22 illustrates the relation between model

System Parameters [M] Avg. WER [%]
whisper_large_v3 1550 8.38
whisper_large_v2 1550 9.58
whisper_large_v1 1550 10.5
whisper_medium 769 11.52

w2v-1b-pl 1000 13.74
nemo_pl_quartznet 19 15.03

nemo_multilang 114 15.03
nemo_pl_confromer 118 15.03

mms_all 1000 16.9
whisper_small 244 20.52

mms_1107 1000 22.25
mms_102 1000 22.56
w2v-53-pl 300 25.54

whisper_base 74 35.6
whisper_tiny 39 54.28

Table 4.58: Average WER for free systems with information about model size.
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size and its performance on the BIGOS dataset. The X-axis denotes the model size in

millions of parameters, while the Y-axis represents the average WER across all subsets of

the BIGOS dataset.

Figure 4.22: WER for freely available systems for various model sizes. BIGOS dataset.

PELCRA dataset Table 4.59 shows the average WER for the BIGOS dataset for

freely available systems, with information about the size of the model. Figure 4.23 shows

System Parameters [M] Avg. WER [%]
whisper_large_v3 1550 19.45
whisper_large_v2 1550 20.57
whisper_large_v1 1550 21.94
whisper_medium 769 22.66
whisper_small 244 28.97

mms_all 1000 34.03
mms_1107 1000 37.06
w2v-1b-pl 1000 37.49

nemo_pl_quartznet 19 38.02
nemo_multilang 114 38.02

nemo_pl_confromer 118 38.02
mms_102 1000 41.04

whisper_base 74 45.65
w2v-53-pl 300 50.28

whisper_tiny 39 61.86

Table 4.59: Average WER for free systems with information about model size.

the relationship between the size of the model and its performance on the PELCRA dataset.
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Figure 4.23: WER for freely available systems for various model sizes. PELCRA dataset.

ES5 — Accuracy per audio duration

This subsection presents experimental results on how speech recording duration affects

speech recognition precision.

BIGOS dataset Table 4.60 shows the average WER for various audio duration ranges

for the most accurate free and commercial systems. For each audio duration range, the

number of samples across all BIGOS dataset subsets is provided. The relationship between

WER and audio duration is also depicted in figure 4.24. The x-axis represents the duration

of the audio samples in seconds. The y-axis represents the mean WER across all samples

falling into specific audio duration range. The point size indicates the quantity of samples

for each specific audio duration.

139



Word Error Rate (WER) [%]
Min. duration [s] No of samples Assembly Best Whisper Large V3

1 284 8.22 8.92
2 155 6.54 5.6
3 338 6.1 3.86
4 402 5.09 5.28
5 748 7.32 6.51

10 1,148 6.36 5.43
15 584 6 5.33
20 266 9.01 9.43
30 38 21.08 29.43
40 8 184.78 202.16
50 12 93.11 91.23
60 2 57.14 100

Table 4.60: Mean WER for specific audio duration ranges. BIGOS dataset. Best paid and
free systems.

Figure 4.24: Average WER in function of audio duration. BIGOS dataset.

PELCRA dataset Table 4.61 presents the mean WER for different audio duration

intervals for the most performing free and commercial systems. The count of samples used

to compute the mean WER for a specific duration range is provided in the second column.

The relationship between mean WER and audio duration is also illustrated in Figure 4.25.
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Word Error Rate (WER) [%]
Min. duration [s] No of samples Whisper Cloud Whisper Large V3

1 498 60.74 51.14
2 565 37.48 35.31
3 551 27.35 26.15
4 570 31.16 25.33
5 1086 24.38 23.85

10 712 20.98 20.58
15 320 20.29 21.15
20 206 19.93 21.13
30 106 20.08 20.3
40 22 38.33 37.09
50 16 16.67 16.28
60 20 25.81 28.07

Table 4.61: Mean WER for specific audio duration ranges for top paid and free systems.
PELCRA dataset.

Figure 4.25: Mean WER in function of audio duration. PELCRA dataset. Best paid and
free systems. The size of the point corresponds to the number of samples.

ES6 — Accuracy per speaking rate

BIGOS dataset
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Figure 4.26: Mean WER in function of speech rate for top systems. BIGOS dataset.

PELCRA dataset

Figure 4.27: Mean WER in function of speech rate for top systems. PELCRA dataset.
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ES7 — Accuracy per speaker gender

BIGOS dataset Table 4.63 shows the average WER for female and male speakers and

the difference between them. A negative difference means male speakers have lower WER,

indicating a bias toward males. A positive difference means female speakers have lower

WER. Values close to zero indicate no gender bias. The BIGOS subset used for evaluation

in this study contained 442 samples from female speakers and 758 from male speakers

(Table 4.62). Equal number of samples from both groups were used to calculate mean

WER scores.

Gender No of samples
female 442
male 758
total 1200

Table 4.62: Number of samples with speaker gender information.

PELCRA dataset Table 4.65 presents the average WER for both female and male

speakers, along with the difference between them. A negative difference indicates that

male speakers have a lower WER, suggesting a bias towards males. Conversely, a positive

difference indicates that female speakers have a lower WER. Values near zero suggest no

gender bias. The BIGOS subset used for evaluation in this study included 908 samples from

female speakers and 689 from male speakers (Table 4.64). An equal number of samples

from both groups were used to compute the mean WER scores.

ES8 — Accuracy per speaker age group

Table 4.66 shows the average WER for different age categories. The variation in precision

among specific groups is evaluated using the standard deviation and the range between the

lowest and highest WER for all groups (table 4.67)

PELCRA dataset

Figure 4.28 shows the standard deviation in mean WER between age groups for PEL-

CRA dataset.
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Word Error Rate (WER) [%]
System Females Males Diff. [p.p.]

azure_latest 23.06 7.87 -15.19
google_short 20.68 7.11 -13.57

google_v2_short 20.27 7.91 -12.36
google_default 20.25 8.99 -11.26

google_cmd_search 19.9 8.69 -11.21
w2v-53-pl 25.68 18.93 -6.75

google_v2_long 11.18 5.26 -5.92
google_long 11.1 5.31 -5.79

nemo_pl_confromer 15.89 13.56 -2.33
whisper_large_v2 7.27 6.17 -1.1
whisper_medium 9.72 8.64 -1.08
whisper_large_v1 8.67 7.6 -1.07

nemo_pl_quartznet 15.89 14.97 -0.92
whisper_large_v3 6.32 5.5 -0.82

assembly_best 7.07 6.27 -0.8
nemo_multilang 15.89 15.36 -0.53

w2v-1b-pl 11.4 13.22 1.82
mms_1107 20.14 23 2.86

whisper_cloud 6.74 10.3 3.56
mms_all 13.4 18.91 5.51

whisper_small 15.96 22.85 6.89
whisper_base 29.23 37.89 8.66

mms_102 19.49 29.44 9.95
whisper_tiny 44.59 59.53 14.94

assembly_nano 36 92.93 56.93
median 15.89 10.3 -0.92
average 17.43 18.25 0.82

std 9.33 19.87 13.95

Table 4.63: Values and differences in mean WER scores per speaker gender.

Figure 4.28: Standard deviation in WER across speaker age groups. PELCRA dataset.
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Gender No of samples
female 908
male 689
total 1597

Table 4.64: Number of samples with speaker gender information.

4.4.4 Reference and ASR Transcripts Normalization

Table 4.68 shows the reduction of various errors resulting from the application of specific

normalization procedures as well as all the methods together.

Figure 4.29: Impact of normalization on error rates on BIGOS dataset.
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Word Error Rate (WER) [%]
System Females Males Diff. [p.p.]

assembly_nano 79.59 53.36 -26.23
whisper_large_v2 40.25 22.9 -17.35

whisper_base 88.66 74.59 -14.07
mms_102 55.89 46.37 -9.52

nemo_multilang 53.48 44.81 -8.67
whisper_large_v1 35.16 26.78 -8.38

nemo_pl_quartznet 51.76 44.03 -7.73
nemo_pl_confromer 52.2 44.49 -7.71

whisper_cloud 30.6 23.6 -7
w2v-1b-pl 48.97 42.81 -6.16

whisper_medium 34.86 28.72 -6.14
whisper_small 43.18 37.53 -5.65

mms_all 45.57 40.87 -4.7
assembly_best 31.59 26.99 -4.6

whisper_large_v3 29.47 25.02 -4.45
mms_1107 48.82 44.46 -4.36
w2v-53-pl 59.98 56.12 -3.86

google_short 34.1 30.68 -3.42
google_cmd_search 44.44 41.7 -2.74

google_default 43.77 42.72 -1.05
google_v2_short 35.64 39.62 3.98
google_v2_long 31.42 36.62 5.2

google_long 30.62 36.6 5.98
azure_latest 33.95 44.5 10.55
whisper_tiny 91.17 104.56 13.39

median 43.77 41.7 -4.7
average 47.01 42.42 -4.59

std 17.38 17.31 8.31

Table 4.65: Values and differences in average WER scores per speaker gender for 689
samples from PELCRA dataset per gender.

Figure 4.30: Impact of normalization on error rates on PELCRA dataset.
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Word Error Rate (WER) [%]
System 20s 30s 40s 60s 70s

assembly_nano 62.88 66.14 78.59 70.49 70.46
google_v2_long 33.84 36.31 39.62 23.64 30.68

google_long 38.91 37.93 39.33 24.23 28.64
whisper_large_v2 30.01 27.73 31.39 15.49 32.88

assembly_best 28.37 30.24 38.3 20.94 37.66
whisper_medium 28.73 37.38 36.84 19.16 32.74

google_short 31.8 32.13 46.57 25.47 33.74
whisper_large_v1 32.65 26.38 38.59 18.24 32.77
whisper_large_v3 29.13 26.69 38.05 16.87 32.13

google_cmd_search 39.71 46.87 53.46 32.68 40.94
whisper_cloud 24.32 26.5 32.41 14.13 34.5

mms_all 39.45 48.35 55.13 34.22 42.68
mms_102 50.05 53.28 62.99 43.78 63.16
w2v-1b-pl 49.6 50.59 60.09 36.41 45.07

azure_latest 44.67 44.92 43.38 29.78 26.6
mms_1107 52.41 50.58 61.26 35.3 47.75

google_v2_short 36.64 42.1 53.69 28.22 30.95
google_default 47.32 51.8 58.04 31.94 39.17

nemo_pl_quartznet 44.83 50.18 62.07 33.55 51.13
nemo_pl_confromer 44.68 52.52 62.65 34.39 54.62

w2v-53-pl 57.59 62.35 69.96 41.41 50.99
nemo_multilang 53.25 60.79 64.07 33.88 52.67
whisper_small 36.7 47.93 82.85 24.1 41.72
whisper_base 55.58 53.59 68.69 120.52 51.49
whisper_tiny 75.62 228.49 94.38 41.07 165.15

median 39.71 47.93 55.13 31.94 40.94
average 42.75 51.67 54.9 34 46.81

std 12.43 38.63 16.52 21.53 27.07

Table 4.66: Mean WER across systems and age ranges. PELCRA dataset.

4.4.5 Evaluation results sharing

The scripts utilized to produce ASR hypotheses and evaluation outcomes have been shared

via the GitHub repository17. The resulting data artifacts, including evaluation results, data

analysis scripts, and the generated diagrams and tables, have been made accessible on the

Hugging Face platform. 18

17BIGOS tools
18PL ASR Leaderboard
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Word Error Rate (WER)
System Std. [p.p.] Range [p.p.]

assembly_nano 5.9 15.71
google_v2_long 6.09 15.98

google_long 6.93 15.1
whisper_large_v2 6.98 17.39

assembly_best 7.18 17.36
whisper_medium 7.47 18.22

google_short 7.73 21.1
whisper_large_v1 7.74 20.35
whisper_large_v3 7.8 21.18

google_cmd_search 7.84 20.78
whisper_cloud 8.01 20.37

mms_all 8.08 20.91
mms_102 8.41 19.38
w2v-1b-pl 8.63 23.68

azure_latest 8.93 18.32
mms_1107 9.39 25.96

google_v2_short 10.12 25.47
google_default 10.3 26.1

nemo_pl_quartznet 10.38 28.52
nemo_pl_confromer 10.72 28.26

w2v-53-pl 10.89 28.55
nemo_multilang 11.71 30.19
whisper_small 22.04 58.75
whisper_base 29.04 69.03
whisper_tiny 75.27 187.42

median 8.41 21.1
average 12.54 31.76

std 14.01 34.76

Table 4.67: Standard Dev. and maximum difference in WER across age groups. PELCRA
dataset.

4.5 RO6: Organization of open competition for the ASR

community

4.5.1 Introduction

RQ 22: What programs can organize the Polish ASR community challenge? RQ 23:

How to compare community solutions with state-of-the-art ASR systems?
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Method SER WER MER CER Average
blanks -1.53 0 0 -0.85 -0.6
lowercase -2.71 -6.37 -6.59 -1.47 -4.28
punct -1.84 -8.11 -8.47 -1.77 -5.05
all -25.02 -15.52 -16.15 -4.19 -15.22

Table 4.68: Reduction of error rates caused by normalization of references and hypothesis
for BIGOS dataset.

Method SER WER MER CER Average
blanks -0.34 0 0 0 -0.08
tags -0.35 -0.16 -0.19 -0.14 -0.21
dict -1.46 -2.44 -2.29 -2.21 -2.1
lowercase -0.38 -3.83 -3.9 -0.95 -2.26
punct -0.36 -8.42 -8.55 -3.43 -5.19
all -9.26 -16.07 -16.23 -6.34 -11.98

Table 4.69: Reduction of error rates caused by normalization of references and hypothesis
for PELCRA dataset.

4.5.2 Program selection and task creation

PolEval was chosen to organize open challenge for the Polish ASR community. An online

call for participation was issued on June 3rd 2024. 19 The details of the participation call

can be found in Appendix 7.1.8. The results of the competition were not available at the

time of writing this thesis.

4.5.3 Comparison of community ASR solutions with other systems for

Polish

The evaluation of publicly accessible ASR systems against community-developed solutions

is facilitated by the AMU ASR Leaderboard. After the conclusion of the open PolEval

challenge, the datasets containing the participants’ submitted ASR hypotheses will be

formatted and integrated into the ASR leaderboard as illustrated in Figure 4.31.

19PolEval 2024 – ASR challenge beta
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Figure 4.31: Management framework extension to incorporate results from PolEval open
challenge.
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Chapter 5

Discussion

5.1 Overview

The dissertation addresas lack of centralized information and benchmarking tools for Polish

ASR systems. By surveying speech datasets, curating a benchmark dataset, and devel-

oping an evaluation system, this research aimed to improve accessibility, usability, and

standardization of Polish ASR resources. The major contributions are:

1. Catalog of Polish ASR Datasets: Created a metadatsociodemographictent ASR

dataset descriptions. Comsplitting the dataset,R datasets into a centralized repos-

itory, aiding researchers and industry professionals. The standardized framework

reduces time and effort to locate datasets, accelerating ASR development.

2. Curated Benchmark Dataset: Compiled a diverse benchmark dataset for vari-

ous use cases and demographics, released on a popular ML dataset platform. This

resource sets a new standard for Polish ASR benchmarking, enabling result compar-

isons across studies.

3. Evaluation System Development: Developed an evaluation framework for Polish

ASR systems, enabling outcome replication. The extendable design supports new

systems, metrics, datasets, and languages, aiding ASR development.

4. Identification of Research Gaps: Highlighted gaps in existing datasets and bench-

marks, guiding future research and development in the Polish ASR community.



5.2 RO1: Survey of ASR speech datasets for Polish

5.2.1 Results overview

RQ1: How to identify and systematically categorize Polish ASR speech datasets

using publicly available information?

To systematically identify and categorize Polish ASR speech datasets using publicly avail-

able information, the approach involves surveying of the literature, data repositories, and

web sources to find relevant datasets. A taxonomy with a rich set of attributes was created

to describe and categorize each dataset. This involved both automatic metadata extrac-

tion and manual annotation, supported by community contributions. The final step was

publishing and regularly updating the catalog and adding search and filter functionalities

to facilitate dataset discovery.

A detailed description of the methodology was provided in Section 3.2 An overview of

the process developed in this work is provided below.

1. Survey of existing sources:

• Literature review: Review of previous studies, reports, and publications on

Polish ASR datasets.

• Exploration of data repositories: Exploration of repositories such as CLARIN,

ELRA, and Hugging Face for speech datasets.

• Engagement in academic and industry collaborations: Engagement with

institutions, industry, and government organizations to find proprietary or un-

published datasets.

• Conducting web searches: Conducting web searches to find datasets in con-

ference papers, articles, and reports.

• Access to institutional repositories: Access to universities’ repositories for

relevant datasets.

• Community contributions: Gathering contributions from platforms like GitHub

for shared datasets and tools related to ASR.

2. Definition of attributes for categorization:
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• Dataset characteristics: Naming, description, sizing (hours of audio), and

detailing transcriptions of datasets.

• Source information: Documentation of author(s), funding institution, and

publication date.

• Licensing and accessibility: Identification of license type and accessibility

(public, restricted, commercial).

• Technical specifications: Specification of audio format, sampling rate, and

recording environment (studio, mobile, etc.).

• Content and quality: Detailing the number of speakers, speaker demograph-

ics (gender, age), and quality control processes.

3. Collection of metadata:

• Automatic extraction: Use of web scraping tools and APIs to gather meta-

data from online sources.

• Manual annotation: Manual annotation of datasets based on detailed exam-

ination of dataset documentation and publications.

• Community feedback: Allowance for community contributions and updates

to information about datasets to ensure completeness and accuracy.

4. Catalog creation:

• Development of a centralized repository: Development of a centralized

repository or catalog that hosts the metadata of all identified datasets.

• Implementation of search and filter functionality: Implementation of

search and filter functionalities to allow users to easily find datasets that meet

their specific criteria.

• Ensuring regular updates: Regular updates to the catalog with new datasets

and revised metadata as more information becomes available

RQ2: What is the current state of the ASR speech data?

The survey results are presented in Section 4.1.2 The overview is presented below.
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• Oldest dataset: The oldest publicly reported Polish ASR speech dataset is the

\emph{Corpora} dataset, created in 1997 by Stefan Grocholewski.

• Total number of datasets: 53 datasets have been reported publicly for Polish

ASR between 1997 and 2023, with a detailed breakdown provided by year.

• Largest datasets: The largest datasets are the \emph{Mobile Speech Dataset of

Scripted Monolog} (1482 hours), \emph{JURISDIC} (855 hours), and \emph{Diabiz}

(410 hours).

• Total transcribed speech data: The survey identified 5986 hours of transcribed

speech data created between 1997 and July 2023.

• Freely available data: There are 1641 hours of transcribed speech and 27,099

hours of speech available for free use. This is a significant increase from the 223

hours reported in 2019.

• Comparison with English data: The total amount of public domain transcribed

speech data for Polish is approximately 1400 hours, which is significantly smaller

compared to over 100,000 hours for English.

• Commercial data: There are 3171 hours of transcribed speech available from com-

mercial providers, which is nearly two and a half times higher than freely available

datasets.

• Top contributors: The largest contributions of transcribed speech come from the

Shaip company, University of  Lódź (PELCRA group), and Adam Mickiewicz Uni-

versity.

• Open-access data: 31 datasets are available under permissive licenses, predomi-

nantly created by the University of  Lódź PELCRA group and institutions outside

Poland like FAIR and Mozilla.

• Commercial providers: 12 datasets are available from providers like ELRA, LDC,

Appen, Shaip, and CLARIN-PL.

• Largest repository: The University of  Lódź PELCRA group offers the largest

selection of datasets, followed by the Polish CLARIN consortium’s DSpace catalog.
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• Recording devices: Most recordings are from mobile devices (1775 hours), followed

by various devices (1370 hours), headsets (705 hours), and studio-quality microphones

(473 hours).

• Sampling rates: Over 50% of datasets use a 16 kHz sampling rate, with other rates

including 48 kHz and 8 kHz.

• Types of speech: Read speech is the most documented (56%), followed by conver-

sational speech (20%) and public speech (5%).

• Metadata availability: Metadata such as speaker’s age, gender, native language,

and accent/region is available for many datasets, with recent datasets like \emph{SpokesBiz}

providing rich annotations.

RQ3: How can the survey findings be shared and available for feedback from

the ASR community?

The detailed answer was provided in Section 4.1.4 Below is the overview of actions taken.

1. Created a GitHub repository and Hugging Face space page to host the dataset cata-

log, metadata, and documentation, as well as provide a feedback form and discussion

forum. GitHub allows for community feedback and contributions through issues and

pull requests. Hugging Face additionally provides search and filter functionalities.

2. Published findings in peer-reviewed journal [53].

5.2.2 Observations from community feedback

Users of the survey and catalog can provide their opinions on the usability and their

personal perspectives on the current availability of ASR speech data. As of writing the

work, feedback has been received from six ASR professionals. The main findings are

summarized below.

Professional Affiliations and Roles

• Affiliations: Respondents were from academia (3), a combination of academia and

industry (1), non-profit or government organizations (1), and a combination of in-

dustry and non-profit or government organizations (1).
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• Roles: The roles included Machine Learning Engineering (2), Data Management

and Operations (2), and Applied Research (2).

Professional experience and estimates regarding data availability

• Years of experience: Respondents had 4-10 years (3), more than 10 years (2), and

0-3 years (1) of ASR-relevant professional experience.

• Estimates before getting familiar with the catalog:

– Total transcribed speech material: The estimated amount ranged from 300

to 50,000 hours, with a mean of approximately 20,217 hours.

– Number of available datasets: Estimates ranged from 4 to 80 datasets, with

a mean of approximately 27 datasets.

Perception of dataset availability

• Public-domain datasets: The availability was mostly rated as low (4), with some

rating it as medium (2).

• Commercial datasets: The availability was generally hard to assess (3), with one

rating each for medium and low availability.

Impact of the catalog

• Change in opinion on dataset availability: After familiarizing themselves with

the catalog, two respondents reported a moderate change in their opinion, while two

noted a significant change.

• Quality of the catalog: The catalog was rated highly, with a mean score of 4.25

out of 5.

• Practical usefulness of the catalog: The practical usefulness of the catalog re-

ceived a mean score of 4.75 out of 5, indicating high usefulness.

Summary The survey among ASR professionals shows the catalog positively impacts

the perceived availability and accessibility of Polish ASR datasets. Initial estimates var-

ied, but familiarity with the catalog led to more informed assessments. The catalog was

highly rated for quality and usefulness, emphasizing its value in Polish ASR research and
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development. Respondents appreciated the clear format and detailed information. This

feedback underscores the catalog’s role in supporting academia and industry. However, the

small sample size is not representative of the broader ASR community.

5.2.3 Implications

1. Enhanced research efficiency: Researchers can find suitable datasets more easily,

accelerating ASR development and experimentation. Identifying dataset gaps can

guide future research. Broader access to datasets lead to higher-quality publications

and increased citations for dataset authors.

2. Collaborative efforts: The open catalog allows for updates and improvements

through collaboration. Researchers and institutions can contribute new datasets and

report issues, fostering a collaborative environment and keeping the catalog up-to-

date.

3. Benchmarking and evaluation: As shows in this thesis, the catalog can serve as

a foundation for creating a robust evaluation suite for Polish ASR systems, aligning

with established practices in other ML fields and the international research commu-

nity.

4. Improved ASR systems and product development: Access to diverse datasets

can enhance the robustness and accuracy of commercial ASR systems and lead to

more versatile and accurate ASR products.

5. Strategic Investments: Companies can potentially identify areas needing invest-

ment, such as data collection for underrepresented environments or speech types.

Public-private partnerships can address dataset gaps, especially in high-demand ar-

eas like mobile speech recognition and non-native demographics.

5.2.4 Limitations

1. Information accuracy: The metadata for the catalog are mainly based on online

information from language repositories and scientific articles. Despite efforts to cross-

check the information with the authors, some metadata may be missing or inaccurate

due to errors in the original sources.
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2. Difficulties in collecting feedback and tracking adoption: Collective cura-

tion and verification is a proven method to address errors in catalog contents and

share practical issues with the use of datasets. However, to engage the community,

proactive promotion is required.

5.2.5 Future research directions

1. Impact assessment: Collect more feedback from the ASR community to measure

the impact of the catalog and gather suggestions for improvement. Several methods

can be used for the assessment, categorized as follows:

(a) Direct-subjective – This method uses a feedback form among representatives

of the ASR community to evaluate the perceived availability and usability of

the Polish ASR speech dataset before and after reviewing the catalog. The

form quantifies the difference between estimated and actual counts of available

datasets, reflecting the ’accessibility gap’ addressed by our research. A form1

was created for this purpose and will remain open for ongoing feedback. The ini-

tial results presented above are encouraging, although the number of responses

is currently too small to draw conclusions.

(b) Indirect-objective – This method measures the number of datasets downloaded

from language repositories before and after catalog publication. It requires

log data from external parties, making it infeasible for the authors. Although

objective, other factors may influence the download numbers, and downloading

a dataset does not imply its use for ASR development.

(c) Direct-objective – This method assumes that each dataset use is tracked in a

central repository, allowing direct measurement of usage frequency. Currently

not feasible from technical reasons.

2. Catalog enrichment:

(a) Adding attributes from automatic analysis, for example, audio signal statistics,

token, and phone distributions.

1https://forms.gle/tp9bWeJNDqa696do7
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(b) Adding attributes from manual analysis, for example, transcription accuracy,

speaker metadata, and speech and audio characteristics. While feasible, large-

scale manual assessment needs efficient, low-effort auditing processes and a sim-

ple yet comprehensive error taxonomy. For example, datasets having transcrip-

tions with WER below 2% are reliable for evaluation, while those above 5%

should be used with caution to avoid performance degradation in training or

biased evaluation results. Such an inspection is especially valuable for auto-

matically created datasets like MLS, which often lack manual quality control.

Recent work on multilingual parallel text corpora [63] has shown systematic

errors from unsupervised methods.

(c) Adding information about unstructured audio and text resources, which are

often used as the building material for ASR corpora, e.g., LibriVox, open sub-

titles YouTube, parliamentary speech text corpus, etc. along with manuals and

tools for use. This could further reduce the time and effort required to find the

appropriate resources to train and evaluate ASR models.

3. Usability improvements: Developing APIs and tools for easier integration of the

catalog into various platforms and enhancing its usability for different end-user needs.

(a) Developing dedicated web API endpoints to extract relevant information from

the catalog. The catalog is currently available for download in TSV format,

which facilitates automatic processing such as batch download and analysis,

but has limited functionalities with respect to version control.

(b) The information in the catalog could be fed back to public catalogs and language

repositories used by the ASR and ML communities. Tools for automatic or semi-

automatic generation of data cards in supported formats would be required to

achieve that.

4. Catalog promotion:

(a) Organizing workshops and webinars to present findings.

(b) Sharing updates and soliciting feedback through mailing lists and newsletters.

(c) Using Twitter, LinkedIn, and ResearchGate to share findings, updates.
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(d) Partnering with initiatives like Common Voice or CLARIN, for broader dissem-

ination.

5.3 RO2: Design and curation of ASR benchmark dataset

for Polish

5.3.1 Results overview

RQ4: What factors are crucial in designing and curating a new ASR benchmark

dataset?

A curated Benchmark dataset for Polish ASR systems is intended to have the following

features:

• Task-appropriate: Relevant and practical for the intended ASR task.

• Accessible: Available online under a license that allows the free use and creation of

derivative works.

• Discoverable: Easy to find and acquire (without time-consuming registration or

other access barriers).

• Diverse and challenging: Containing various examples to test the adaptability

of the model, as well as complex cases to encourage community participation and

minimize the risk of benchmark saturation.

• Annotated: With metadata about speakers and recordings, allowing nuanced anal-

ysis and interpretation of the results.

• Optimally sized: Large enough to be representative, but manageable to download

and explore.

• Clean yet realistic: Free of major errors, but noisy enough to represent the com-

plexity of the real world.

• Well-documented: Provided with documentation that is understandable to users

without technical skills.
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• Well-explained: Provided with evaluation baselines and how-to-use script exam-

ples.

RQ5: What steps are necessary to curate a benchmark dataset from publicly

available resources?

The preliminary step is selection of datasets meeting mandatory criteria:

• Datasets are available online under a license allowing free use for non-commercial

purposes.

• Transcriptions are aligned with the recordings.

• Recording sampling rate is at least 8 kHz.

• Audio files are encoded using at least 16 bits per sample.

The following is an overview of the curation process applied to selected datasets.

1. Dataset structure curation:

• Downloading and manually inspecting format and contents

• Creating train/dev/test splits if not available

• Assigning standard IDs to speakers and files

2. Audio file curation:

• Removal of invalid audio files

• Unifying audio format to WAV 16 bits/16 kHz

• Normalizing audio amplitude to -3 dBFS

• Splitting long audio files into shorter segments based on time-alignment anno-

tations

3. Text files (transcripts and metadata) curation:

• Converting text encoding to UTF8

• Extracting original transcription and removing redundant characters

• Extracting and unifying metadata contents
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• Generating metadata from text and audio content

• Saving in the standard tabular format

4. Dataset distribution

• Converting to Hugging Face Datasets format

• Uploading to Hugging Face Hub

• Creating Hugging Face Datasets build script

• Referencing the original licenses and authors in the README

• Setting Gated datasets to acknowledge the original licenses

RQ6: What publicly available Polish speech datasets can be used to curate

benchmark datasets? The BIGOS V2 dataset comprises diverse speech datasets across

various domains, speech types, and interaction types. Key datasets include Clarin Studio

and Clarin Mobile (CC-BY, monolingual), and Munich AI Labs LibriVox (proprietary,

multilingual). Other notable datasets are Mozilla Common Voice (CC-0), Multilingual

Librispeech (CC-BY), and Google FLEURS (CC-BY), all multilingual. Speech types range

from read speech and audiobooks to spontaneous speech (PWR AZON). Interaction types

are mainly monologs, recorded in quiet environments using various audio devices (Common

Voice).

The PELCRA for BIGOS dataset focuses on spontaneous dialogues in domains like

customer service, open domain, and public speeches. It includes DiaBiz ASR PolEval 22

(public domain) and SpokesBiz subsets (CC-BY-NC-ND), with monolingual data recorded

using lavalier microphones in quiet settings. Notable entries include the SpokesMix series,

featuring emotional and parliamentary speeches. The speech sources range from volunteers

to public speakers, providing diverse acoustic environments and interaction types. The

PELCRA dataset complements BIGOS by evaluating ASR performance in spontaneous

conversational contexts.

RQ 7: How can the benchmark dataset be shared and available for feedback

from the ASR community?

The benchmark dataset was shared and made available for feedback from the ASR commu-

nity by using the Hugging Face platform, which ensured the discoverability and long-term
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accessibility of the BIGOS and PELCRA datasets. These datasets were shared under open

licenses (CC-BY-SA for BIGOS and CC-BY-NC-ND for PELCRA), facilitating wide use

and collaboration. Furthermore, the results of the content analysis of the dataset were

made available on a public dashboard, providing information and helping to interpret the

evaluation results. The platform also enabled tracking of downloads and provided mech-

anisms for users to provide direct feedback, ensuring continuous improvement based on

community input.

5.3.2 Observations

Curated dataset contents

1. Diverse licensing: Both BIGOS and PELCRA for BIGOS datasets include a mix

of open licenses (e.g., CC-BY, CC-BY-NC-ND) and proprietary licenses in the case

of BIGOS. Curation of public datasets required careful verification of source licenses,

and, for datasets under CC-BY-NC-ND licenses, consultation with original authors

to get consent for curation and distribution. The curated datasets referenced the

original licenses. Similarly to the Common Voice dataset hosted on Hugging Face

Hub, the Gated datasetsmechanism was used to collect user acknowledgments of the

license terms.

2. Variety of speech types: The datasets encompass both read and spontaneous

speech, with BIGOS focusing on read speech and PELCRA for BIGOS emphasizing

spontaneous speech. This ensures the datasets are comprehensive and challenging

for ASR evaluation. Significant effort was invested to unify formats, such as creating

consistent train/dev/test splits and assigning standard IDs to speakers and files.

3. Wide range of domains: Recordings from multiple domains were included in

BIGOS and PELCRA datasets as presented in tables 4.14 and 4.15, respectively.

This diversity offered comprehensive testing scenarios across various contexts, but

also increased the curation workload to eliminate inconsistencies in transcription

formats.

4. Monolog vs. dialog interactions: BIGOS datasets mainly include monologs,

crucial for testing ASR systems in voice commands and dictation. PELCRA for
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BIGOS, on the other hand, focuses on dialogs in customer service and spontaneous

interactions. Manual annotation of conversational speech is labor-intensive, making

the availability of such Polish datasets under permissive licenses highly valuable for

the ASR community.

5. Acoustic environments and audio devices: Recordings range from quiet studios

to public spaces and use devices from studio mics to mobile phones. BIGOS features

controlled environments, while PELCRA for BIGOS includes varied ones. Extensive

curation was needed, including format unification to WAV 16 bits/16 kHz, amplitude

normalization, and segmenting long files, ensuring robustness in ASR performance

evaluation.

6. Extensive metadata: Both datasets offer rich metadata (e.g., speaker gender, age,

recording conditions), with PELCRA having more available metadata. The curation

process involved converting text to UTF8, standardizing metadata, and generating

additional metadata from audio and text transcriptions, aiding ASR performance

analysis.

7. Focus on realism: BIGOS balances clean data with realistic noise, ensuring prac-

tical data. PELCRA for BIGOS reflects real-world complexities, requiring greater

care in removal of invalid audio files and adding lexicon-based normalization .

8. Publicly accessible analysis: Analysis results are made available on public dash-

boards like Hugging Face for both datasets. This promotes transparency, community

engagement, and collaborative improvements, demonstrating the significant efforts

put into making these datasets a valuable resource for the ASR community.

Validation of benchmark dataset design

5.3.3 Implications

The design goals set prior to the curation of the BIGOS datasets were met. The preser-

vation and analysis of publicly accessible datasets had several positive implications. The

first is the resolution of interoperability issues. Standardizing the format and structure of

the datasets makes it easier for practitioners and researchers to integrate and use these
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Design Requirement Observation Conclusion
Task-appropriate Varied speech types (read and spontaneous) in BIGOS and PELCRA datasets. Met. Relevant and practical for ASR tasks.
Accessible Requires acknowledgment of original licenses. Partially met. Accessible with license verification.
Discoverable Publicly listed on popular platform. Dashboard with dataset cards. Met. Easy to find and acquire.
Diverse and challenging Wide range of domains, speech types, acoustic conditions and speakers. Met. Diverse examples ensure adaptability and community engagement.
Annotated Extensive metadata, especially in PELCRA. Met. Rich metadata supports nuanced analysis.
Optimally sized Significant efforts in unification and curation of many formats. Met. Manageable size for download and exploration.
Clean yet realistic Balance of clean data and realistic noise levels. Met. Data quality maintained with real-world complexity.
Well-documented Acknowledgement of original licenses and authors.Documented curation process.Public dashboards with data cards. Met. Documentation understandable for non-technical users.
Well-explained Evaluation baselines and script examples available. Met. Clear instructions provided.

Table 5.1: Benchmark dataset design requirements validation

resources. Standardization also increases consistency for comparative analysis and bench-

marking. Additionally, making curated datasets accessible on platforms like Hugging Face

increases their practical utility. Users can download and use the dataset with a single line

of code, streamlining access and integration with popular ML tools. This ease of access

should positively impact adoption and facilitate work on automatic speech recognition

(ASR) by the global ML community. Furthermore, providing a reference dataset like BI-

GOS sets a benchmark for future research and evaluations. It can serve as the standard for

testing new models and systems, helping to track progress and ensuring advances in ASR

technology are measured against a stable reference. These efforts advance Polish ASR by

fostering best practices, promoting teamwork, and ensuring high-quality data availability.

It is crucial to note that the curated datasets are based on the work of original authors.

Therefore, the documentation and access methods of curated datasets were designed to

recognize the original creators and the licenses of the dataset. References to original

documentation, articles, and authors are provided. Furthermore, the documentation for

both the BIGOS and PELCRA datasets urges and supports users to cite the original work

upon which the curated datasets are founded, by providing bulk citation in BibTeX format.

Future work includes adding noisy recordings to test ASR robustness[130] and collect-

ing new recordings from various Polish speakers[2, 1]. Methods can also be explored to

expand vocabulary coverage using curated or generated prompts and Text to Speech (TTS)

engines.[123]
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5.4 RO3: Survey of ASR benchmarks for Polish

5.4.1 Results overview

RQ7: How to identify and systematically categorize Polish ASR benchmarks

using publicly available information?

Polish ASR benchmarks were identified and classified by reviewing public reports and

publications. Forty attributes were used to categorize information, including the year,

evaluated systems, best models, average WER, and conclusions. The details of the survey

methodology were described in Section 3.4

RQ8: What methods, datasets, and ASR systems have been considered in the

Polish ASR benchmarks so far?

The methods included only automatic evaluations and various metrics based on string

matching. All benchmarks used the WER metric. Medical UW SOVVA PS 23 employed

manual inspection and error classification. The datasets covered various domains such as

voice control, parliamentary speech, customer support, student presentations, podcasts,

and medical interviews. Evaluated ASR systems include commercial solutions such as

Azure and Google, as well as academic models such as Whisper, GOLEM, ARM, and

Voicelab. One benchmark incorporated a sociodemographic study focusing on the speaker’s

gender (Medical PG 23). The scripts and the complete dataset for evaluation were provided

for one benchmark (SpokesBiz CLARIN 23). The details were described in Section 4.3.2

RQ9: What automatic speech recognition (ASR) systems supporting Polish

have not yet been evaluated?

Specialized Google STT models, NVidia Nemo models, Facebook MMS models, Assem-

bly AI systems and Whisper models other than large have not yet been comprehensively

evaluated for Polish language, yet. This gap was addressed in this work.
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Figure 5.1: WER scores of top systems in Polish ASR benchmarks.

RQ10: Which ASR benchmarks have evaluated commercial and freely available

systems?

Three benchmarks (DiaBiz, SpokesBiz, and Medical PG) have assessed both commercial

and open-source systems. Two benchmarks (Medical UW SOVVA PS 23, BOR POLSL PS

18) focused solely on commercial systems. The SpokesBiz 23 benchmark was utilized to

evaluate the freely available Whisper, whereas PolEval 19 was used to compare performance

of community-provided systems.

RQ11: What ASR system is ranked as the best performing one?

Microsoft’s Azure was identified as the top-performing ASR system in two out of the three

benchmarks where it was evaluated (DiaBiz and Medical PG). In this study, the highest

accuracy was achieved by the freely available Whisper large V3 model. The comparison

of the best system WER reported in other benchmarks and obtained in this study is

illustrated in 5.1. The benchmarks conducted in this study are named BIGOS V2 UAM

24 and PELCRA BIGOS UAM UL 24.
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RQ12: How are the main conclusions derived from the ASR benchmarks so

far?

The main conclusions are the following:

• Specific tasks, such as dictating medical terms, present substantial challenges for

current ASR systems; however, reported WER rates may vary significantly, making

it difficult to generalize findings.

• The performance of ASR systems varies across different tasks and domains.

– Medical domain – WER of 14% (Medical UW SOVVA PS 23) and 56% (Medical

PG 23)

– Government training voice commands – mean WER of 50%

– Customer support conversations – mean WER of 10.5%

– Podcasts, spontaneous interview – mean WER of 20%

• Azure systems outperform other commercial systems.

• Commercial systems outperform freely available solutions.

• The impact of sociodemographic factors on ASR performance was not thoroughly

investigated yet.

• PELCRA group leads in good practices; Diabiz 22 and Spokes 23 benchmarks are

comprehensive in terms of vocabulary coverage, open to contributions from the com-

munity and replicable thanks to datasets availability.

RQ13: How to share the Polish ASR benchmark survey with the community?

The survey results are shared as spreadsheet2 and HF dashboard 3 allowing the community

to engage with the data, offer feedback, and collaborate on further improvements.

5.4.2 Implications

The survey on Polish ASR benchmarks provided a comprehensive overview of publicly

reported ASR performance in different tasks and domains. The survey highlighted perfor-
2Polish ASR benchmarks catalog
3AMU PL ASR survey
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mance variability based on recording quality, vocabulary domain, and type of speech. The

development of a standardized taxonomy allowed a comparison of the benchmarks con-

ducted so far and identification of methodological gaps. The survey results were publicly

shared to promote transparency and community participation.

The methodological improvements to consider include:

1. Inclusion of larger number of ASR systems and datasets.

2. Analysis of the impact of sociodemographic factors such as age, gender, and regional

accents.

3. Sharing datasets and evaluation results for manual verification and replication.

5.5 RO4: Design and implementation of system for ASR sys-

tems benchmarking

5.5.1 Results overview

RQ 15: What tools and systems exist for ASR benchmarking?

For dataset management, tools such as Pandas, Hugging Face Datasets, and SDE are widely

used. Pandas is a data manipulation and analysis library, capable of handling various data

formats and performing complex operations. The Hugging Face Datasets library simplifies

the loading, processing, and sharing of public datasets and supports efficient handling of

large datasets. SDE provides tools for exploring and analyzing speech datasets, including

dataset statistics, audio data inspection, and transcription analysis.

For ASR evaluation, commonly used tools include sclite, jiwer, asr-evaluation, fstalign,

evaluate, and asr-evaluator. Sclite calculates WER and provides speaker-level statistics and

alignment. Jiwer offers CER, MER, WIL, and text normalization. Asr-evaluation by Ben

Lambert calculates WER, WRR, SER, and provides confusion tables. Fstalign supports

multiple input formats and detailed error analysis. Evaluate by Hugging Face offers fewer

metrics but integrates well with Hugging Face Datasets and Transformers. Asr-evaluator

from NVIDIA’s NeMo toolkit includes on-the-fly data augmentation and reliability scoring.
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RQ 16: What challenges arise in evaluating multiple ASR systems, and what

strategies can address them?

The main challenge is standardizing datasets and managing diverse data formats. Normal-

izing hypotheses across systems and datasets is crucial. Specialized tools such asPandas,

Hugging Face Datasets, JIWER and SDE help standardize formats and detect quality

issues.

Another major challenge is ensuring reproducibility. The sharing of datasets and tools,

as in this research, standardizes the evaluation procedures and references used for scoring

ASR output accuracy.

RQ 17: How can the system be extended to new ASR systems, datasets, lan-

guages, metrics, and normalization methods?

The possibility for extension was a crucial design requirement as detailed in section 3.11.

Detailed instructions on incorporating a new dataset, system, or metric into the evaluation

process are provided in the documentation on GitHub4.

5.6 RO5: Using a curated dataset to benchmark ASR sys-

tems for Polish

5.6.1 Results overview

RQ 18: What is the ASR accuracy for different datasets?

This section analyzes the content of the dataset and the results of the ASR evaluation.

The features calculated for all splits serve as a reference for assessing linguistic diversity

and recognition difficulty. Some feature values, such as vocabulary size, may be lower for

the evaluation subset. However, due to the pseudorandom split method, the features of

the whole dataset are accurate enough to approximate the characteristics of the test set

for the purpose of this analysis. Some of the initial observations are somewhat speculative.

To confirm the hypotheses of subpar performance indicated by these initial observations,

it is necessary to manually inspect the data (including references, hypotheses, and audio

recordings), conduct further speech corpus analysis, or carry out additional experiments
4AMU BIGOS Tools
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with controlled variables. Section 4.4.3 presented WER scores for BIGOS and PELCRA

dataset subsets.

Common Voice dataset (mozilla-common_voice_15-23)

• Description: Multilingual resource with global volunteers reading pre-defined sen-

tences.

• Evaluation and dataset statistics:

– Median WER: 10.09%

– Range: 2.1% to 55.77%

– Unique utterances: 36,853

– Unique words: 66,815

– Unique characters: 87

– Words per second: 1.6

– Characters per second: 9.6

– Avg. duration: 5.17s

– Avg. length: 8.27 words, 57.88 characters

• Insight: Relatively low median WER (10%) and nearly perfect accuracy for Whisper

(WER 2.1%) were expected, given the wide adoption of Common Voice dataset for

ASR training. Nearly perfect accuracy for Whisper may result from test data leakage.

High WER variability indicates struggles of smaller models with diverse accents and

pronunciations. Another factor that adversely affects accuracy is the presence of

non-standard characters such as symbols, numerals, or diacritics, which are sourced

from the internet and used as prompts for speakers.

Multilingual LibriSpeech (MLS) dataset (fair-mls-20)

• Description: Large multilingual corpus from LibriVox audiobooks.

• Statistics:

– Median WER: 11.29%
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– Range: 4.42% to 52.73%

– Unique utterances: 26,069

– Unique words: 89,464

– Unique characters: 37

– Words per second: 2.28

– Characters per second: 12.24

– Avg. duration: 14.89s

– Avg. length: 33.98 words, 216.31 characters

• Insight: The extensive vocabulary is counterbalanced by the limited alphabet size,

which is a consequence of the test sets being cleaned and the references manually

transcribed. The low WER for the best system (4.4%) could be attributed to the

quiet audio environment and the precise pronunciation typical of audiobook readings.

Considering that MLS is the second most widely used multilingual dataset, following

Common Voice, the potential for test data leakage should also be taken into account.

Clarin Studio dataset (clarin-pjatk-studio-15)

• Description: Polish corpus with 13,802 short utterances recorded in a studio.

• Statistics:

– Median WER: 10.93%

– Range: 5.86% to 34.96%

– Unique utterances: 13,525

– Unique words: 57,853

– Unique characters: 39

– Words per second: 2.87

– Characters per second: 8.65

– Avg. duration: 14.71s

– Avg. length: 42.2 words, 169.44 characters
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• Insight: The extensive vocabulary (comparable to Common Voice) and the lengthy

average utterances indicate rich linguistic content. Low median WER may result from

clean speech recorded in controlled environment. Noteworthy, decent performance is

achieved even for models with higher error rates (35% WER).

Clarin Mobile dataset (clarin-pjatk-mobile-15)

• Description: Polish dataset recorded via telephone, reflecting contemporary pro-

nunciation.

• Statistics:

– Median WER: 14.57%

– Range: 5.57% to 52.96%

– Unique utterances: 3,487

– Unique words: 26,424

– Unique characters: 35

– Words per second: 2.03

– Characters per second: 11.77

– Avg. duration: 12.86s

– Avg. length: 26.08 words, 177.44 characters

• Insight: The inherent difficulties of telephony, including background noise and in-

consistent audio quality, lead to a median WER that is 5 percentage points higher

than that of Clarin Studio. Despite having a smaller vocabulary and a more limited

character set than Clarin Studio, the accuracy is lower.

Jerzy Sas PWR datasets (Politechnika Wroc lawska)

• Male speaker speech set (pwr-maleset-unk)

– Median WER: 9%

– Range: 3.79% to 43.79%

– Unique utterances: 4,006
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– Unique words: 12,970

– Unique characters: 62

– Words per second: 1.71

– Characters per second: 10.05

– Avg. duration: 4.85s

– Avg. length: 8.3 words, 57.07 characters

– Insight: The single speaker, controlled conditions and small vocabulary size

result in low median WER, despite large character set,

• Utterances containing short words (pwr-shortwords-unk)

– Median WER: 7.77%

– Range: 4% to 46.06%

– Unique utterances: 668

– Unique words: 3,649

– Unique characters: 54

– Words per second: 1.76

– Characters per second: 10.32

– Avg. duration: 5.44s

– Avg. length: 9.59 words, 65.76 characters

– Insight: Lowest median WER for all subsets. Yet, short words are challeng-

ing for some ASR systems due to brief, often unclear pronunciation, which is

reflected in variable WER.

• Spoken commands (pwr-viu-unk)

– Median WER: 10.54%

– Range: 0% to 260.86%

– Unique utterances: 13

– Unique words: 18

– Unique characters: 27
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– Words per second: 1.27

– Characters per second: 6.98

– Avg. duration: 1.39s

– Avg. length: 1.77 words, 11.45 characters

– Insight: Although the dataset had a very small alphabet and vocabulary, it

posed significant challenges for many systems. The slow pronunciation of short

recordings led to a high rate of insertion errors (Hallucinations), causing con-

siderable variability in WER. Interestingly, the Whisper Cloud model exhibited

a higher tendency to hallucinate compared to locally hosted models.

M-AI Labs Speech corpus (mailabs-19)

• Description: Derived from LibriVox audiobooks, curated semi-automatically.

• Statistics:

– Median WER: 10.28%

– Range: 4.9% to 44.06%

– Unique utterances: 14,796

– Unique words: 51,144

– Unique characters: 77

– Words per second: 2.18

– Characters per second: 12.08

– Avg. duration: 7.79s

– Avg. length: 16.99 words, 111.07 characters

• Insight: Comparable median and range of WER to MLS, even with a character

set that is twice as large. The speech characteristics are alike, which is expected

given the same source (public audiobooks). Nevertheless, the average audio duration

and utterance lengths are roughly half of those in MLS, indicating that different

segmentation techniques were used for the two datasets.
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AZON Read and Spontaneous Speech datasets (pwr-azon_read-20, pwr-azon_spont-

20)

• Read Speech (pwr-azon_read-20)

– Median WER: 16.98%

– Range: 5.31% to 38.47%

– Unique utterances: 1,517

– Unique words: 7,628

– Unique characters: 32

– Words per second: 1.35

– Characters per second: 10.17

– Avg. duration: 7.38s

– Avg. length: 9.96 words, 85.06 characters

– Insight: The controlled recordings lead to a moderate Word Error Rate (WER).

The limited vocabulary and character set result in a narrow WER range across

different systems. However, the median WER is relatively high, likely due to

the presence of scientific terms.

• Spontaneous Speech (pwr-azon_spont-20)

– Median WER: 24.03%

– Range: 16.4% to 44.74%

– Unique utterances: 456

– Unique words: 5,004

– Unique characters: 32

– Words per second: 2.24

– Characters per second: 12.36

– Avg. duration: 16.9s

– Avg. length: 37.84 words, 246.76 characters

– Insight: Spontaneous and longer recordings are more challenging than read

speech. Higher WER values from unpredictability and natural speech variations

can be observed, despite small vocabulary size.
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Google FLEURS (google-fleurs-22)

• Description: Parallel speech benchmark dataset in 102 languages, used for evalu-

ating ASR and translation systems.

• Statistics:

– Median WER: 14.52%

– Range: 5.33% to 56.06%

– Unique utterances: 1,919

– Unique words: 13,826

– Unique characters: 71

– Words per second: 1.67

– Characters per second: 10.06

– Avg. duration: 11.04s

– Avg. length: 18.45 words, 129.5 characters

• Insight: The moderate linguistic diversity poses a reasonable challenge. The varia-

tion in WER is comparable to other well-known multilingual datasets such as Com-

mon Voice and MLS.

PolyAI Minds14 (polyai-minds14-21)

• Description: Dataset for the development of spoken intent recognition systems in

e-banking domain.

• Statistics:

– Median WER: 36.61%

– Range: 13.59% to 139.29%

– Unique utterances: 550

– Unique words: 1,636

– Unique characters: 69

– Words per second: 0.92
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– Characters per second: 4.91

– Avg. duration: 19.65s

– Avg. length: 18.08 words, 114.65 characters

• Insight: The significantly higher WER points to difficulties in accurately transcrib-

ing lengthy audio files with diverse and specific intents in e-banking speech. WER

values exceeding 100% imply issues related to Hallucinations. A manual review of

audio samples uncovered data quality problems such as truncated recordings and

repeated utterances, leading to extremely high WER for recordings with unusually

rapid speech rates.

PolEval 22 Diabiz sample (ul-diabiz_poleval-22)

• Description: Dialog corpus of phone-based customer-agent interactions.

• Statistics:

– Median WER: 48.97%

– Range: 30.04% to 100.27%

– Unique utterances: 8,760

– Unique words: 13,716

– Unique characters: 72

– Words per second: 2.97

– Characters per second: 13.56

– Avg. duration: 3.96s

– Avg. length: 11.75 words, 65.42 characters

• Insight: The high WER and dense speech rates indicate significant challenges in

recognizing rapid, complex interactions typical in customer-agent dialogues. The

high variability reflects different accents, noise levels, and conversational interrup-

tions. Considerably higher baseline WER for the best system (30%) compared to

evaluation performed on official DiaBiz test set [110] points to potential issues with

transcriptions or audio files requiring further examination.
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CBIZ_BIO (ul-spokes_biz_bio-23)

• Description: Biographical interviews covering childhood, job, and family, with an

informal tone.

• Statistics:

– Median WER: 51.52%

– Range: 27.89% to 114.1%

– Unique utterances: 54,096

– Unique words: 108,163

– Unique characters: 113

– Words per second: 2.57

– Characters per second: 12.92

– Avg. duration: 9.04s

– Avg. length: 23.28 words, 140.11 characters

• Insight: The elevated median WER indicates the difficulty in transcribing biograph-

ical interviews. Informal, storytelling speech with an extensive alphabet and vocab-

ulary, inconsistent pronunciation, and rapid speech rate contribute to the challenges

faced by ASR systems.

CBIZ_INT (ul-spokes_biz_int-23)

• Description: Job interviews for potential babysitters.

• Statistics:

– Median WER: 25.24%

– Range: 12.1% to 49.4%

– Unique utterances: 1,100

– Unique words: 5,195

– Unique characters: 68

– Words per second: 2.85
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– Characters per second: 14.62

– Avg. duration: 7.31s

– Avg. length: 20.85 words, 127.72 characters

• Insight: The limited vocabulary and short recordings durations results in relatively

low median WER, despite high speech rates typical to conversational speech.

CBIZ_LUZ (ul-spokes_biz_luz-23)

• Description: Unrestricted conversations among friends and families, characterized

by their free and natural flow.

• Statistics:

– Median WER: 38.15%

– Range: 19.67% to 61.29%

– Unique utterances: 41,600

– Unique words: 87,990

– Unique characters: 105

– Words per second: 2.94

– Characters per second: 13.85

– Avg. duration: 6.37s

– Avg. length: 18.74 words, 107.01 characters

• Insight: Informal, spontaneous conversations exhibit higher WER due to diverse

vocabulary and natural speech patterns. The large size of alphabet and rapid speech

rate add to ASR difficulties.

CBIZ_POD (ul-spokes_biz_pod-23)

• Description: Internet podcasts focusing on board games, nature photography, so-

ciety, traveling, and international affairs.

• Statistics:
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– Median WER: 37.22%

– Range: 20.25% to 59.47%

– Unique utterances: 22,753

– Unique words: 69,735

– Unique characters: 101

– Words per second: 3.06

– Characters per second: 15.38

– Avg. duration: 8.68s

– Avg. length: 26.56 words, 160.07 characters

• Insight: The varied topics and informal tone in podcasts result in high WER, re-

flecting challenges in handling diverse and complex content at fast speech rates.

CBIZ_PRES (ul-spokes_biz_pres-23)

• Description: Student presentations on topics including culture, literature, parent-

ing, and gender roles.

• Statistics:

– Median WER: 27.7%

– Range: 10.54% to 53.22%

– Unique utterances: 17,155

– Unique words: 47,352

– Unique characters: 100

– Words per second: 2.17

– Characters per second: 11.98

– Avg. duration: 6.76s

– Avg. length: 14.66 words, 95.66 characters

• Insight: The structured nature of presentations and moderate speech rates con-

tributes to lower WER, though the variety in topics and presentation styles presents

challenges.
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CBIZ_VC & CBIZ_VC2 (ul-spokes_biz_vc-23 & ul-spokes_biz_vc2-23)

• Description: Thematic discussions on society and lifestyle.

• Statistics:

– Median WER: 27.39% (VC) and 36.5% (VC2)

– Range: 11.75% to 58.35% (VC) and 22.46% to 62.59% (VC2)

– Unique utterances: 44,647 (VC) and 25,567 (VC2)

– Unique words: 63,913 (VC) and 79,725 (VC2)

– Unique characters: 96 (VC) and 114 (VC2)

– Words per second: 3.03 (VC) and 2.59 (VC2)

– Characters per second: 14.83 (VC) and 12.93 (VC2)

– Avg. duration: 4.14s (VC) and 11.31s (VC2)

– Avg. length: 12.56 words, 73.97 characters (VC) and 29.3 words, 175.44

characters (VC2)

• Insight: Thematic conversations exhibit moderate to high WER because of the

diverse and intricate vocabulary and fast speech rates.

CBIZ_WYW (ul-spokes_biz_wyw-23)

• Description: Interviews with a fixed set of questions on personal preferences and

experiences.

• Statistics:

– Median WER: 39.78%

– Range: 17.14% to 68.61%

– Unique utterances: 11,192

– Unique words: 39,147

– Unique characters: 94

– Words per second: 2.56

– Characters per second: 12.74
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– Avg. duration: 8.94s

– Avg. length: 22.85 words, 136.74 characters

• Insight: Structured interviews occurred to be challenging for many of ASR systems,

resulting in high median WER of almost 40%. The varied vocabulary and moderate

speech rate impact ASR performance.

PELCRA_EMO (ul-spokes_mix_emo-18)

• Description: Focused interviews of people reflecting on their emotions.

• Statistics:

– Median WER: 13.92%

– Range: 5.27% to 62.46%

– Unique utterances: 20,798

– Unique words: 15,485

– Unique characters: 67

– Words per second: 2.74

– Characters per second: 12.23

– Avg. duration: 3.79s

– Avg. length: 10.37 words, 56.71 characters

• Insight: Emotional speech shows relatively lower WER, possibly due to smaller

vocabulary size, speech rate and distinct prosody aiding recognition.

PELCRA_LUZ (ul-spokes_mix_luz-18)

• Description: Open interviews representing conversational speech.

• Statistics:

– Median WER: 43.33%

– Range: 24.15% to 76.4%

– Unique utterances: 19,526
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– Unique words: 20,101

– Unique characters: 83

– Words per second: 3.03

– Characters per second: 13.75

– Avg. duration: 3.22s

– Avg. length: 9.78 words, 54.13 characters

• Insight: Spontaneous conversational speech shows a high word error rate because

of its inherent variability and fast speaking pace. The extensive vocabulary further

complicates automatic speech recognition performance.

PELCRA_PARL (ul-spokes_mix_parl-18)

• Description: Spoken parliamentary content.

• Statistics:

– Median WER: 23.39%

– Range: 13.33% to 72.62%

– Unique utterances: 8,502

– Unique words: 15,338

– Unique characters: 78

– Words per second: 2.29

– Characters per second: 12.86

– Avg. duration: 5.1s

– Avg. length: 11.67 words, 77.31 characters

• Insight: Parliamentary speech, while formal and structured, involves complex and

potentially jargon-filled language, contributing to moderate difficulty for ASR sys-

tems. The moderate speech rate and rich vocabulary reflect the nature of formal

oratory.
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RQ 19: What is the accuracy gap between commercial and free systems?

Conversational speech (PELCRA) has higher error rates due to its spontaneous nature,

with more variability in style, speed, and pauses. Read speech (BIGOS) is more structured

and consistent, resulting in lower WERs. The more detailed analysis can be found in section

4.3.2

RQ 20: Does ASR accuracy vary with speech features?

Both whisper_large_v3 and whisper_cloud perform similarly across speech rates. For

rates between 1.5 and 5, most WERs are below 30%. Severe errors occur at lower rates,

while higher rates increase WER, indicating limited robustness for faster speech. Outliers

suggest challenging scenarios or truncated audio files or transcriptions. More details can

be found in section 4.4.3

RQ 21: Is there an accuracy difference by age or sex?

Evaluation on both datasets revealed gender bias in evaluated ASR systems. Male speakers

generally experience lower WERs, but the degree of bias varies among systems. Given

small size further research is required to validate the findings. The summary of reqults is

presented below and details in sections 4.4.3 and 4.4.3

• BIGOS Dataset:

– Evaluation dataset size: 1200 samples (442 female, 758 male).

– Significant gender bias observed in WER, with male speakers typically achieving

lower WERs.

– Largest disparity: "azure_latest" system (-15.19 p.p. lower WER for males

than females).

– Minimal bias in systems like "whisper_large_v3" and "assembly_best" (-0.82%

and -0.8%).

– Median difference for all systems: -0.92 p.p.

– Average difference for all systems: 0.82 p.p.

• PELCRA Dataset:
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– Evaluation dataset size: 1597 samples (908 female, 689 male).

– Gender bias also present, with male speakers generally having lower WERs.

– Largest disparity: "assembly_nano" system (-26.23 p.p. lower WER for males

than females).

– Some systems showed a positive difference favoring females, such as "google_v2_short"

and "azure_latest".

– Median difference for all systems: -4.7 p.p.

– Average difference for all systems: -4.59 p.p.

5.6.2 Observations

Impact of normalization

Normalization techniques resulted in significant reductions in error rates for all types of

metrics (SER, WER, MER, CER). Applying all methods reduced WER by 16.07 p.p. for

the PELCRA dataset and 15.52 p.p. for the BIGOS dataset, highlighting the sensitivity

of lexical metrics to spelling and formatting variations.

Impact of model size on accuracy

• whisper_large v2, whisper_large, and whisper_large v3 show the best perfor-

mance with the lowest WERs and the largest model sizes.

• whisper_tiny is the second smallest model and has the highest WER among all

evaluated.

• nemo_pl_quartznet and nemo_pl_multilang are relatively small models with rea-

sonably low WERs, indicating that they are efficient given their size.

Detailed results are presented in Section 4.4.3

5.6.3 Implications

The evaluation of Polish ASR systems is the largest to date in terms of systems and

datasets. Its benefits include:
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Benchmark Year Datasets Models Dataset-model comb.
BOR POLSL PS 18 2018 2 3 6
PolEval PJATK 19 2019 1 6 6

DiaBiz CLARIN Voicelab 22 2022 7 3 21
Medical PG 23 2023 1 3 3

Medical UW SOVVA PS 23 2023 1 3 3
SpokesBiz CLARIN 23 2023 8 1 8

BIGOS V2 UAM 24 2024 12 25 300
PELCRA BIGOS UL-UAM 24 2024 12 25 300

Table 5.2: Evaluated models, datasets, and their combinations.

• Informing the public about the strengths and weaknesses of ASR systems supporting

Polish.

• Quantifying the impact of normalization and the limitations of string-distance met-

rics.

• Highlighting the superior performance of Whisper models and new Assembly AI

services.

• Showcasing the value of speaker, recording, and utterance metadata availability for

evaluation purposes

• Encouraging researchers and companies to showcase superior performance on a public

benchmark.

5.6.4 Methodological gaps in ASR benchmarking addressed in this study

The benchmarks executed using BIGOS and PELCRA BIGOS datasets expanded the scope

of Polish language model evaluations. Comparison to previous benchmarks is presented in

table 5.2 and the respective figures below.

Number of test datasets :

• Previous: Minimum 1, Median 2.5, Maximum 8

• BIGOS and PELCRA: 12 datasets each

• Figure 5.2

Number of evaluated models:
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Figure 5.2: Number of datasets and vocabulary domains in Polish ASR benchmarks.

• Previous: Minimum 1, Median 3, Maximum 6

• New: 25 models each

• Figure: 5.3

Number of dataset-model combinations:

• Previous: Minimum 3, Median 6, Maximum 21

• New: 300 combinations each

• Figure: 5.4

This research broadened datasets, models, and their combinations, providing a more

detailed evaluation of ASR systems for Polish compared to previous studies.

5.6.5 Limitations and future work

Utilizing more diverse and representative datasets

To better represent the Polish language, more dialects, sociolects, accents, and domains

(e.g., formal speech, technical discussions, medical dictation) should be included. Future
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Figure 5.3: Number of evaluated models in Polish ASR benchmarks.

Figure 5.4: Number of dataset-system-model combinations in Polish ASR benchmarks
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research should focus on gathering additional datasets from diverse regions, age groups,

professions, and contexts. Evaluations can then use this metadata for analysis of ASR

performance in various sociodemographic groups, as suggested by Aksenova et.al.[2]

Incorporating additional systems

The independent public leaderboard provides motivation for commercial ASR service providers

to demonstrate the excellence of their ASR systems in practical applications. In addition

to expanding the coverage of commercial systems, new freely accessible models should also

be included.

Automatic quality assessment with language models

Considering the swift advancements in LLMs (Large Language Models)5 and the effective-

ness of embedding-based metrics to evaluate machine translation quality (COMET)[120],

it should be valuable to investigate the incorporation of semantic metrics [125] or the

automatic identification of invalid test samples. [148].

5.7 RO6: Organization of competition for the ASR commu-

nity

At the time of writing this thesis, the competition has just started, and no results have

been submitted yet. The competition is scheduled to end in September 2024, with the

results to be discussed in October 2024. 6 Subsequently, the community-submitted results

will be added to the AMU ASR Leaderboard7. As a result, participants and the public

will be able to compare these with the updated results of commercial models and newly

released open models.

5Polish LLM Leaderboard
6PolEval 2024 dates
7AMU ASR Leaderboard
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Chapter 6

Conclusion

This study improved the assessment of Polish ASR systems by addressing data management

gaps. The goal of improving the utility of public speech datasets for Polish ASR evaluation

was achieved by curating a comprehensive survey, catalog, and benchmark dataset. By

developing a benchmarking framework and using the curated dataset, this research has

also provided the most comprehensive comparison of Polish ASR systems to date. The

framework enables systematic evaluations and can be expanded to include new datasets,

systems, scenarios, and analysis dimensions, effectively advancing Polish ASR evaluation

towards state-of-the-art practices. Standardized data formats and processes enable the use

of developed data management and evaluation frameworks in other languages.

6.1 Main Research Questions and Answers

• RQ1: How to systematically categorize Polish ASR speech datasets using public

information? Answer: The datasets were systematically categorized using a tax-

onomy of 65 attributes, extracted from the original documentation, and manually

annotated.

• RQ2: What is the current state of Polish ASR speech datasets? Answer: A com-

prehensive survey identified 53 distinct datasets, with 83% available through public

domain resources, providing over 27,000 hours of speech data, including 6,000 hours

of transcribed speech.

• RQ3: How can the survey findings be shared for community feedback? Answer: The



findings were shared through publicly accessible digital repositories and platforms like

GitHub and Hugging Face, allowing for direct user feedback.

• RQ4: What factors are crucial in designing and curating an ASR benchmark dataset?

Answer: Crucial factors include task appropriateness, accessibility, discoverability,

diversity, annotation, optimal size, cleanliness, and proper documentation.

• RQ5: What are the data curation steps required to create a benchmark dataset

from publicly available speech datasets? Answer: Steps include selecting datasets,

cleaning, normalizing, formatting, and organizing data into standardized formats

with accessible public documentation and proper licensing.

• RQ6: Which public Polish speech datasets can be used as benchmarks? Answer:

The datasets cataloged in the survey, comprising those with sufficient licensing. qual-

ity, and diversity, were selected for benchmarking purposes.

• RQ7: How can the curated dataset be shared with the community? Answer: The

curated dataset was shared via platforms like Hugging Face, ensuring discoverability

and accessibility under open licenses.

• RQ8: How to categorize Polish ASR benchmarks using public information? An-

swer: Polish ASR benchmarks were categorized using a literature-based taxonomy

with 40 attributes on datasets, systems, tasks, and evaluation metrics.

• RQ9: What methods, datasets, and ASR systems have been used in Polish ASR

benchmarks? Answer: Various methods, datasets, and systems are cataloged in the

survey results. 2 out 6 benchmarks are reproducible.

• RQ10: Which Polish ASR systems have not been evaluated? Answer: The survey

identified 20 free and open models not previously evaluated.

• RQ11: Which benchmarks evaluated commercial and free systems? Answer: Sev-

eral benchmarks evaluated both commercial and free systems, comparing their per-

formance.

• RQ12: Which ASR system performs best? Answer: Microsoft and Google led in

older benchmarks, while newer systems like Whisper and Assembly AI now dominate.
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• RQ13: What are the main conclusions from the ASR benchmarks? Answer: Per-

formance varied significantly across systems, datasets, and speaker demographics,

challenging assumptions of system superiority. Differences in similar benchmarks

suggest a need for more consistent evaluation procedures.

• RQ14: How to share the survey results with the community? Answer: Through

public repositories and dashboards on popular platforms, allowing community access

and feedback.

• RQ15: What tools and systems exist for ASR benchmarking? Answer: Various

tools for ASR benchmarking were identified, including those from Hugging Face and

NVIDIA’s NeMo toolkit, supporting multiple evaluation metrics and formats.

• RQ16: What challenges arise in evaluating multiple ASR systems, and what strate-

gies can address them? Answer: Challenges include standardizing protocols and

managing diverse datasets, addressed by a comprehensive benchmarking framework.

• RQ17: How can the system be extended to new ASR systems, datasets, languages,

metrics, and normalization methods? Answer: Modular design and established tools

enable extending benchmarks to new systems, datasets, languages, and metrics.

• RQ18: What is the ASR accuracy for different datasets? Answer: ASR accuracy

varied significantly across different datasets, with performance assessed in various

practical scenarios and datasets.

• RQ19: What is the accuracy gap between commercial and free systems? Answer:

Initial assessments showed a gap, but newer free systems demonstrated competi-

tive performance against commercial offerings. High efficiency of free NVidia Nemo

models was discovered.

• RQ20: Does ASR accuracy vary with speech features? Answer: Yes, accuracy

varied with features such as audio duration, speaking rate, and spontaneity of speech.

• RQ21: Is there an accuracy difference by age or gender? Answer: Yes, ASR

systems showed accuracy differences by age and gender, with some systems favoring

male speakers.
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• RQ22: How to share evaluation results with the community? Answer: Via public

leaderboards and popular platforms such as GitHub and Hugging Face Hub.

• RQ23: How to compare community solutions with state-of-the-art ASR systems?

Answer: Organize community competitions and integrate results with public leader-

boards for open and commercial systems.

6.2 Contributions and achievements

1. Creation of speech data survey and catalog: A catalog of 53 datasets was

created. Datasets were categorized by 65 attributes extracted from original docu-

mentation and manually annotated. This survey and catalog assessed Polish ASR

speech data and enabled selection of datasets for benchmarking.

2. Curation of benchmark dataset: A benchmark dataset was created from 24

openly available datasets. It includes audio samples from various sources of read

and spontaneous speech. Analysis and integration of data sources were performed

to ensure consistency and reliability. This involved automatic standardization of

format and contents. The dataset is openly available and actively maintained. All

curated subsets and splits comprises nearly 400,000 recordings and over 800 hours of

transcribed speech.

3. Survey of Polish ASR benchmarks: A thorough survey of existing Polish ASR

benchmarks was conducted, cataloging methods, datasets, and systems used in pre-

vious evaluations. This helped identify key gaps and informed the development of a

more comprehensive benchmarking framework.

4. Development of a benchmark framework: The framework supports various

datasets, systems, and metrics, ensuring consistent ASR evaluation with standardized

protocols. It can be reused to replicate findings from this study or perform new

benchmarks for other datasets or languages.

5. Evaluation of ASR systems: Using a curated dataset, 7 ASR systems and 25 mod-

els, both commercial and open-source, were compared. Significant variations across

different systems, datasets, and speaker demographics were discovered. The superior
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performance of Azure and Google systems reported previously was challenged by the

improved results of newer systems like Whisper and Assembly AI.

6. Open sharing of resources: All datasets, tools, and evaluation results have been

made openly available to the research community. This promotes transparency, re-

producibility, and collaboration, enabling other researchers to build upon the work,

either by developing ASR systems for Polish based on evaluation results or applying

the framework to other languages.

7. Organization of open challenge: An open challenge was organized to engage the

ASR community, encouraging the adoption of the curated benchmark dataset and fa-

cilitating a comparative evaluation of state-of-the-art ASR systems with community-

developed solutions.

6.3 Future Directions

Future studies should focus on:

• Existing dataset limitations: Improving dataset quality, consistency, and cover-

age of curated datasets through new techniques such as automatic annotation and

tools for streamlining dataset curation.

• New data collection methods: Applying innovative methods to create more di-

verse speech datasets.

• Metrics expansion: Utilizing accuracy metrics based on language models, rich-

annotated datasets for advanced weighting, latency measurements and efficiency-

related metrics.

• Expanding community engagement: Engaging through platforms like Hugging

Face and open competitions for iterative improvements and feedback.

6.4 Research Impact

This research addressed several shortcomings in data management and ASR benchmarking

methods.
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Data utilization

• Discoverability and accessibility: A comprehensive speech data survey and cat-

alog made Polish ASR speech datasets more discoverable and accessible (Research

Objective 1).

• Dataset utility: Curated datasets BIGOS and PELCRA provided convenient access

to 800 hours of speech and nearly 400,000 recordings from 5000 speakers. (Research

Objective 2)

• Dataset utilization: The number of Polish ASR speech datasets utilized for ASR

benchmarking purposes was increased 3 times compared to previous studies. (Re-

search Objectives 2 and 5).

Data quality

• Understanding of test data: Organizing available documentation and analyzing

the contents of curated datasets improved understanding of the test data used for

evaluation (Research Objectives 1 and 2).

Evaluation reproducibility

• Replication feasibility: The sharing of evaluation datasets and tools improved the

feasibility of replicating benchmarking results (Research Objectives 2 and 4).

• Cross-study validation: Publicly accessible benchmark datasets improved the fea-

sibility of validating ASR research results between studies (Research Objective 2).

Evaluation scope

• Ecological validity: The creation of a data management framework positively im-

pacted the feasibility of performing ecologically valid ASR evaluations (Research

Objectives 2 and 4).

• Performance understanding: Conducting the largest evaluation of available mod-

els and commercial ASR systems improved understanding of ASR for Polish (Re-

search Objective 5).
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• Benchmarking feasibility: Developing a system for evaluations and competition

improved the feasibility of comparing new systems, whether public, commercial, or

community-contributed (Research Objectives 3, 4 and 6).

The author hopes that the developed research artifacts will benefit both academia

and industry by advancing data curation and ASR benchmarking research for the Polish

language and other languages.
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Chapter 7

Appendix

7.1 ASR speech datasets survey

7.1.1 Attributes of speech datasets catalog

1. Dataset name: Full name of a speech dataset consisting of alphanumeric characters

underscores and hyphens.

2. Dataset ID: Dataset’s unique identifier for reporting composed of lowercase letters

and hyphens.

3. Access type: Dataset access type from the cost perspective with possible values

including free paid and no-info.

4. Access link: Web reference for accessing or purchasing a dataset provided in URL

format.

5. Available online: Validated access status as of March 2023 with possible values of

yes and no.

6. License: Dataset license type which can be Apache CC-0 CC-BY CC-BY-SA ELRA

HZSK-PUB LDC or Proprietary.

7. Publisher: Creator or publisher of a dataset composed of alphabetical characters

and hyphens.

8. Repository: Main repository hosting a dataset consisting of alphabetical characters

and hyphens.
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9. Languages: Language and country code of the recorded speakers represented as

language code (ISO-639-1) and country code (ISO-3166-2) possibly including multiple

languages.

10. Creation year: Year a dataset was created or published represented as a four-digit

number.

11. ISLRN: International Standard Language Resource Number provided as ISRLN.

12. ISBN: International Standard Book Number provided as ISBN.

13. LR catalog ID: Language data repository ID represented as a combination of a

URL or a string containing alphanumeric characters hyphens and underscores.

14. Reference publication: Link to a relevant publication describing a dataset pro-

vided in URL format.

15. Contact point: Contact point referenced in the documentation composed of al-

phanumeric characters hyphens underscores and the ‘@’ symbol.

16. Latest version: The latest version of the dataset released expressed as a decimal

number.

17. Last update year: Date (year) of the last update represented as a four-digit num-

ber.

18. Sponsor: Institution that funded the creation of the dataset consisting of alphanu-

meric characters hyphens and underscores.

19. Price — non-commercial usage: Price for noncommercial usage with possible

values including free or a numerical value.

20. Price — commercial usage: Price for commercial usage with possible values in-

cluding free or a numerical value.

21. Purpose and split: Target usage and available data splits with possible values

being train valid test or none.

22. Size audio total [hours]: Total amount of audio data in hours represented as a

decimal number.
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23. Size of audio transcribed [hours]: Total amount of speech data transcribed

expressed as a decimal number.

24. Size [GB]: Size of a dataset in gigabytes represented as a decimal number.

25. Speakers: Number of unique speakers who contribute speech recordings expressed

as an integer.

26. Audio recordings: Number of voice recordings in the corpus represented as an

integer.

27. Audio segmentation: Indicates whether audio recordings are segmented with pos-

sible values of yes or no.

28. Tokens: Number of tokens in the corpus represented as an integer.

29. Unique tokens: Number of unique tokens expressed as an integer.

30. Automatic QA: Type of automatic quality assurance process applied with possible

values of yes or no.

31. Manual QA: Type of manual quality assurance process applied with possible values

of yes or no.

32. Manual QA scope: Application of manual QA consisting of alphanumeric charac-

ters and spaces.

33. Transcription coverage: Proportion of transcribed recordings expressed as a per-

centage.

34. Transcription protocol: Specifies whether a transcription protocol is described

with possible values being yes no or its description.

35. Denormalized transcriptions: Indicates whether available transcriptions are with-

out abbreviations numerals punctuation etc. with possible values of yes or no.

36. Transcription and annotation format: Format of transcription files consisting

of alphanumeric characters and periods.
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37. Domain: Domain of utterances which can include academic lecture books broadcast

conversations customer service digits general interview multi-domain news numbers

parliament speech or public transport.

38. Speech type: Type of speech with possible values including conversational read

public speech or various.

39. Audio collection process: Audio collection process with potential values controlled

corpus or various.

40. Speech recordings source: Speech recordings source which can include volunteers

university employees crowd public speakers or paid contributors.

41. Acoustic environment: Acoustic conditions under which audio was collected with

possible values of broadcast car home mixed quiet space office public space or various.

42. Audio device: Audio devices used for speech collection such as a condenser mic

headset mobile phone landline phone or various.

43. Device model: Recording device(s) and model(s) represented by a combination of

alphanumeric characters and hyphens.

44. Audio format: Audio storage format with potential values including flac mp3 raw

riff or wav.

45. Audio codec: Audio encoding format with possible values being mp3 ogg opus or

vorbis.

46. Audio channels: Number of audio recording channels represented as an integer

ranging from 1 to 16.

47. Sampling rate [Hz]: Sampling rate of recorded audio expressed as a four- or five-

digit number.

48. Bits per sample: Number of bits used to encode each audio sample with possible

values 8 16 24 or 32.

49. Speaker info: Anonymous information that recording originates from specific

speaker.
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50. Age info: Annotation of the age of the speakers with potential values of yes or no.

51. Age balance: Indicates whether the age distribution of the speakers is balanced

between demographic groups with potential values of yes or no.

52. Age distribution notes: Information about the characteristics of age distribution

represented as free text.

53. Gender info: Annotation of the gender of the speakers with potential values of yes

or no.

54. Gender balance: Indicates whether the gender distribution of the speakers is bal-

anced between demographic groups with potential values of yes or no.

55. Gender distribution notes: Information about the characteristics of gender dis-

tribution represented as free text.

56. Nativity info: Annotation of the nativity of the speakers with potential values of

yes or no.

57. Accent info: Annotation of the accent of the speakers with potential values of yes

or no.

58. Accent representative: Indicates whether the accent distribution of the speakers

is representative of the target population groups with potential values of yes or no.

59. Accent distribution notes: Information about the characteristics of accent distri-

bution represented as free text.

60. Education info: Annotation of the education of the speakers with potential values

of yes or no.

61. Occupation info: Annotation of the occupation of the speakers with potential

values of yes or no.

62. Health info: Annotation of the health condition of the speakers with potential

values of yes or no.

63. Speech signal time-alignment annotation: Annotation of the duration of speech

segments with potential values of yes or no.
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64. Speaker diarization annotation: In the case of speech recordings containing

speech of multiple speakers annotation of the duration of specific speaker speech

segments with potential values of yes or no.

65. Named entities annotation: Annotation of named entities in utterances with

potential values of yes or no.

66. Part of speech annotation: Annotation of part of speech information in utterances

with potential values of yes or no.

7.1.2 Attributes of ASR benchmarks survey

1. Benchmark: Codename of the benchmark. Allowed values: Text.

2. Date of the last update of the catalog entry: When was the catalog entry

updated? Allowed values: Date.

3. Relevant publication: Link to the publication with benchmark description. Al-

lowed values: URL.

4. Year: What year the benchmark took place? Allowed values: Numeric.

5. Systems-models evaluated: What systems and models were evaluated? Allowed

values: Text.

6. Best system-model: What was the best performing system-model variant? Al-

lowed values: Categorical.

7. Best system-model average WER: What was the average WER for the best

performing system-model variant? Allowed values: Percent.

8. Major conclusion: What are the major observations derived from the benchmark?

Allowed values: Text.

9. Benchmark limitations: What are the benchmark methodological limitations?

Allowed values: Text.

10. Commercial systems: Were commercial systems evaluated? Allowed values: yes,

no.
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11. Freely available systems: Were freely available systems evaluated? Allowed val-

ues: yes, no.

12. Community provided: Were community provided systems evaluated? Allowed

values: yes, no.

13. Replication recipe and resources: Were the tools/scripts/data enabling bench-

mark replication made available to the public? Allowed values: yes, no.

14. Evaluation dataset availability: Was the evaluation dataset made available to

the public? Allowed values: yes, no, partial(audio), partial(sample).

15. Frequency: Was benchmark performed systematically or only once? Allowed values:

one-time, systematic.

16. Automatic evaluation: Was automatic evaluation used? Allowed values: yes, no.

17. Human evaluation: Was human evaluation used? Allowed values: yes, no.

18. Lexical metrics: What lexical metrics were used? Allowed values: Text.

19. Language model based metrics: What text embedding based metrics were used?

Allowed values: Text.

20. Annotation based metrics: What annotation derived metrics were used? Allowed

values: Text.

21. Use cases: What ASR use-cases are covered in the benchmark scope? Allowed

values: Text.

22. Socio-demographic analyses: What analyses are performed in the socio-demographic

dimensions? Allowed values: Text.

23. Vocabulary domain: What domains are represented in the evaluation data? Al-

lowed values: Text.

24. Speech types: What types of speech are represented in the evaluation data? Al-

lowed values: read, spontaneous.

25. Audio sources: What is the source of audio recordings? Allowed values: Text.
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26. Recording devices: What recording devices were used to collect speech data?

Allowed values: Text.

27. Acoustic conditions: What types of acoustic conditions are represented in the

evaluation data? Allowed values: clean, noisy, mixed.

28. Recordings annotations: What recording-level annotations are available? Allowed

values: Text.

29. Speaker meta-data: What speaker-level meta data is available? Allowed values:

Text.

30. Datasets: How many datasets were used for evaluation? Allowed values: integer.

31. Vocabulary domains: How many vocabulary domains are represented in the eval-

uation dataset? Allowed values: integer.

32. Recordings: How many unique recordings are present in the dataset? Allowed

values: integer.

33. Speakers: How many unique speakers are represented in the dataset? Allowed

values: integer.

34. Dataset size [hours]: What is the total size of evaluation data? Allowed values:

float.

35. Systems-models evaluated: How many system-model variants were evaluated?

Allowed values: integer.

36. Automatic metrics: How many automatically calculated metrics were used? Al-

lowed values: integer.

37. Annotation metrics: How many human annotation derived metrics were used?

Allowed values: Numeric.

38. Acoustic scenarios: How many acoustic scenarios were considered? Allowed values:

Numeric.

39. Socio-demographic scenarios: How many socio-demographic analysis variants

were considered? Allowed values: Numeric.
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40. System-model dataset pairs: How many system model dataset combinations were

evaluated? Allowed values: Numeric.

7.1.3 Freely available speech datasets for Polish ASR

License Dataset ID Audio [hours] Recordings Speakers
CC-0 fair-voxpopuli-pl-21 111 282
CC-0 mozilla-comm-voice-20 148 3062

CC-BY pjatk-clarin_mobile-15 13
CC-BY ul-pelcra_emo-18 26 40 80
CC-BY clarin-radio-21 192 200
CC-BY fair-mls-20 137 16
CC-BY clarin-sejm_senat-18 97 516
CC-BY pjatk-clarin_studio-15 56
CC-BY polyai-minds14-21 1 578
CC-BY pjatk-clarin_pinc-21 32
CC-BY google-fleurs-22 12.1 3937
CC-BY ul-pelcra_mmk-18 2 4 11
CC-BY ul-pelcra_yt2-20 5 23 45
CC-BY ul-pelcra_yt1-20 5 25 106
CC-BY ul-pelcra_luz-18 20 21 42
CC-BY ul-pelcra_mmw-18 7 14 65
CC-BY ul-pelcra_snuv-12 220 210
CC-BY ul-pelcra_emi-18 9 22 44
CC-BY ul-pelcra_parl-15 12 48 251
CC-BY ul-pelcra_mmw2-18 7 14 38

CC-BY-NC-ND ul-pelcra_spokesbiz-23 650 925 590
CC-BY-SA clarin-pjatk-cyfry-16 1 488 25
CC-BY-SA pwr-azon-spontaneous-20 2 456 27
CC-BY-SA pwr-azon_read-20 5 29
HZSK-PUB hzsk-hamcopolig-11

no info ul-pelcra_plec-11
no info pwr-maleset-unk 6
no info pwr-viu-unk 1
no info pwr-shortwords-unk 1 939
no info pjatk-poleval-19 1 29

Proprietary mailabs-19 54

Table 7.1: Publicly and freely available speech datasets for Polish.
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7.1.4 Commercially available speech datasets for Polish ASR

License Dataset ID Audio [hours] Recordings Speakers
Proprietary shaip-mobile-speech-21 1482 2049
Proprietary clarin-diabiz-22 410 196
Proprietary appen-mobile-unk 293 353
Proprietary shaip-media-corpus-21 269 533
Proprietary appen-speechdat-10 78 1000
Proprietary clarin-diabiz-eval-22 41 146
Proprietary appen-gphone-02 25 99
Proprietary clarin-diabiz-sample-22 1 18

LDC ldc-polish-speech-db-19 280 200
LDC ldc-clsu-pl-05 4

ELRA elra-speecon-pl-05 248 600
ELRA elra-gphone-elra-02 25 99
ELRA elra-babel-98 16 60

Table 7.2: Commercially available speech datasets for Polish.

7.1.5 Dataset subsets cards

pjatk-clarin_mobile-15

Metric Train Validation Test Total
Samples 2861 242 392 3495
Audio [hours] 10.3 0.83 1.35 12.48
Speakers 96 8 13 117
Words 74634 6286 10222 91142
Chars 507238 43079 69841 620158

Table 7.3: Dataset size per split — Clarin Mobile.

Metric Train Validation Test
Unique utterances 2857 242 391
Unique words 23166 3465 5071
Unique chars 36 34 34
Words per second 2.01 2.09 2.1
Characters per second 11.66 12.26 12.27
Average audio duration [seconds] 12.97 12.4 12.4
Average utterance length [words] 26.09 25.98 26.08
Average utterance length [chars] 177.29 178.01 178.17
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.4: Dataset features per split — Clarin Mobile.
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pjatk-clarin_studio-15

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.5: Dataset size per split — Clarin Studio.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.6: Dataset features per split — Clarin Studio.

fair-mls-20

Metric Train Validation Test Total
Samples 25042 511 519 26072
Audio [hours] 103.65 2.07 2.14 107.86
Speakers 16 4 4 24
Words 852851 16199 16996 886046
Chars 5425676 102012 111981 5639669

Table 7.7: Dataset size per split — MLS.
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Metric Train Validation Test
Unique utterances 25041 511 519
Unique words 86582 6727 7360
Unique chars 38 36 35
Words per second 2.29 2.17 2.21
Characters per second 12.26 11.5 12.33
Average audio duration [seconds] 14.9 14.61 14.84
Average utterance length [words] 34.06 31.7 32.75
Average utterance length [chars] 216.66 199.63 215.76
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.8: Dataset features per split — MLS.

mailabs-corpus_librivox-19

Metric Train Validation Test Total
Samples 11834 1527 1501 14862
Audio [hours] 25.61 3.34 3.19 32.14
Speakers 87 87 86 260
Words 201233 26210 25036 252479
Chars 1315543 171714 163415 1650672

Table 7.9: Dataset size per split — Munich AI Labs Librivox.

Metric Train Validation Test
Unique utterances 11783 1526 1500
Unique words 44265 10606 10158
Unique chars 78 74 76
Words per second 2.18 2.18 2.18
Characters per second 12.09 12.08 12.06
Average audio duration [seconds] 7.79 7.89 7.65
Average utterance length [words] 17.0 17.16 16.68
Average utterance length [chars] 111.17 112.45 108.87
Meta coverage sex 100.0 100.0 100.0
Meta coverage age N/A N/A N/A

Table 7.10: Dataset features per split — Munich AI Labs Librivox.
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mozilla-common_voice_15-23

Metric Train Validation Test Total
Samples 19119 8895 8896 36910
Audio [hours] 27.95 12.55 12.5 53
Speakers 76 544 2300 2920
Words 166153 72502 66678 305333
Chars 1195204 502667 438631 2136502

Table 7.11: Dataset size per split — Common Voice.

Metric Train Validation Test
Unique utterances 19119 8892 8886
Unique words 40615 25409 24823
Unique chars 83 81 83
Words per second 1.65 1.61 1.48
Characters per second 10.23 9.52 8.27
Average audio duration [seconds] 5.26 5.08 5.06
Average utterance length [words] 8.69 8.15 7.5
Average utterance length [chars] 62.51 56.51 49.31
Meta coverage sex 88.43 58.54 16.64
Meta coverage age 87.95 59.65 16.66

Table 7.12: Dataset features per split — Common Voice.

pwr-azon_read-20

Metric Train Validation Test Total
Samples 1820 382 586 2788
Audio [hours] 3.78 0.68 1.26 5.72
Speakers 19 4 6 29
Words 18131 3523 6113 27767
Chars 154286 30653 52222 237161

Table 7.13: Dataset size per split — AZON read.
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Metric Train Validation Test
Unique utterances 1237 353 479
Unique words 6465 2123 3019
Unique chars 33 33 33
Words per second 1.33 1.44 1.34
Characters per second 10.02 11.11 10.13
Average audio duration [seconds] 7.47 6.39 7.77
Average utterance length [words] 9.96 9.22 10.43
Average utterance length [chars] 84.77 80.24 89.12
Meta coverage sex 100.0 100.0 100.0
Meta coverage age N/A N/A N/A

Table 7.14: Dataset features per split — AZON read.

pwr-azon_spont-20

Metric Train Validation Test Total
Samples 357 51 48 456
Audio [hours] 1.67 0.26 0.21 2.14
Speakers 23 2 2 27
Words 12984 2672 1598 17254
Chars 85731 16297 10493 112521

Table 7.15: Dataset size per split — AZON spontaneous.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.16: Dataset features per split — AZON spontaneous.
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pwr-maleset-unk

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.17: Dataset size per split — PWR Maleset.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.18: Dataset features per split — PWR Maleset.

pwr-shortwords-unk

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.19: Dataset size per split — PWR Shortwords.
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Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.20: Dataset features per split — PWR Shortwords

pwr-viu-unk

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.21: Dataset size per split — PWR Very Important Utterances.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.22: Dataset features per split — PWR Very Important Utterances.
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google-fleurs-22

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.23: Dataset size per split — Google FLEURS.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.24: Dataset features per split — Google FLEURS.

polyai-minds14-21

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.25: Dataset size per split — Minds-14.
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Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.26: Dataset features per split — Minds-14.

ul-diabiz_poleval-22

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.27: Dataset size per split — PolEval 22.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.28: Dataset features per split — PolEval 22.
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ul-spokes_mix_emo-18

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.29: Dataset size per split — Spokes Mix Emo.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.30: Dataset features per split — Spokes Mix Emo.

ul-spokes_mix_luz-18

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.31: Dataset size per split — Spokes Mix Luz.
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Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.32: Dataset features per split — Spokes Mix Luz.

ul-spokes_mix_parl-18

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.33: Dataset size per split — Spokes Mix Parl.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.34: Dataset features per split — Spokes Mix Parl.
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ul-spokes_biz_bio-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.35: Dataset size per split — Spokes Biz Bio.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.36: Dataset features per split — Spokes Biz Bio.

ul-spokes_biz_int-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.37: Dataset size per split — Spokes Biz Interviews.
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Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.38: Dataset features per split — Spokes Biz Interviews.

ul-spokes_biz_luz-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.39: Dataset size per split — Spokes Biz Luz.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.40: Dataset features per split — Spokes Biz Luz.
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ul-spokes_biz_pod-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.41: Dataset size per split — Spokes Biz Podcasts.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.42: Dataset features per split — Spokes Biz Podcasts.

ul-spokes_biz_pres-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.43: Dataset size per split — Spokes Biz Presentations
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Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.44: Dataset features per split — Spokes Biz Presentations

ul-spokes_biz_vc-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.45: Dataset size per split — Spokes Biz Various 1.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.46: Dataset features per split — Spokes Biz Various 1.
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ul-spokes_biz_vc2-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.47: Dataset size per split — Spokes Biz Various 2.

Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.48: Dataset features per split — Spokes Biz Various 2.

ul-spokes_biz_wyw-23

Metric Train Validation Test Total
Samples 10999 1407 1404 13810
Audio [hours] 44.98 5.81 5.64 56.43
Speakers 440 57 56 553
Words 464421 58587 59832 582840
Chars 1864416 235157 240398 2339971

Table 7.49: Dataset size per split — Spokes Biz Interviews.
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Metric Train Validation Test
Unique utterances 10815 1402 1399
Unique words 50454 12343 12578
Unique chars 40 36 36
Words per second 2.87 2.8 2.95
Characters per second 8.65 8.44 8.9
Average audio duration [seconds] 14.72 14.88 14.45
Average utterance length [words] 42.22 41.64 42.62
Average utterance length [chars] 169.51 167.13 171.22
Meta coverage sex N/A N/A N/A
Meta coverage age N/A N/A N/A

Table 7.50: Dataset features per split — Spokes Biz Interviews.

7.1.6 Commercial ASR systems pricing

The cost as of May 15th, 2024 are provided in the table 7.51 The cost is provided for 1

hour of processed audio material. Pricing was retrieved from publicly available sources on

16 May 2024.

• Azure Speech Services Pricing

• Google Cloud Speech-to-Text Pricing

• OpenAI API Pricing

• AssemblyAI Pricing

System Audio per month Speed SLA Audio log. Unit cost
azure_latest <5 hours Yes Yes free

>5 hours Yes Yes $0.18
google_v2 <8333 hours No Yes $0.18

>8333 hours Yes Yes $0.96
google_v1 <1 hours Yes N/A free

>1 hours Yes Yes $0.96
>1 hours Yes No $1.44

whisper_cloud N/A Yes Yes $0.36
assembly_ai_default <100 hours Yes Yes Free

>100 hours Yes Yes $0.12
assembly_ai_best >100 hours Yes Yes $0.37

Table 7.51: Commercial ASR services pricing

7.1.7 Freely available ASR models sizes

Size of freely available models is presented in table 7.52
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System-model variant Parameters [million]
mms_1b-all 1000

mms_1b-fl102 1000
mms_1b-l1107 1000

nemo_fastconformer 118
nemo_multilang_fastconformer 114

nemo_quartznet 19
whisper_local_tiny 39
whisper_local_base 74
whisper_local_small 244

whisper_local_medium 769
whisper_local_large-v1 1550
whisper_local_large-v2 1550
whisper_local_large-v3 1550
wav2vec_xls-r-1b-polish 1000

wav2vec_large_xlsr 300

Table 7.52: Size of freely available ASR models

7.1.8 Call for participation in 2024 Polish ASR challenge

Polish Automatic Speech Recognition Challenge

Introduction

Automatic Speech Recognition (ASR) has made significant progress over the last decade.

Improvements in deep learning and increased data availability have resulted in levels of ac-

curacy for artificial speech transcription that are on par with human transcription, at least

in specific domains, tasks, and speech characteristics. ASR technology has expanded to

cover many new languages, use cases, user demographics, and devices. However, achieving

robust speech recognition remains a challenge for many low-resource languages, specific

speaker groups, application domains, and acoustic conditions.

To gauge the technological advances in Polish ASR technology, we are introducing the

Open Challenge for Polish ASR. This initiative draws inspiration from the Multi-Domain

End-to-End Speech Recognition Benchmark for the English language [1].

In order to promote multi-domain evaluation across a wide array of speech datasets, a

new test dataset named BIGOS was introduced [2]. It comprises recordings from 12 open

datasets and has been manually curated to ensure reliable evaluation results.

PELCRA benchmark dataset contains selected corpora from PELCRA repository [3]
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(SpokesMix, SpokesBiz and Diabiz sample) in the BIGOS format. The author of cu-

rated PELCRA corpora hopes that standardized formatting and distribution via Hugging

Face platform will simplify access and use of publicly available ASR speech datasets for

Polish. PELCRA corpora significant contributions are spontaneous and conversational

speech. Combined with BIGOS corpora, it enables the most comprehensive publicly avail-

able evaluation of Polish ASR systems in terms of number of speakers, devices, and acoustic

conditions.

Task Definition

The goal of this challenge is to benchmark open Polish ASR systems against commercial

services on a wide range of datasets.

Participants are provided with training, development, and test sets, from BIGOS and

PELCRA corpora. Both datasets are available on Hugging Face [4, 5]. While scores

for test-A will be visible from the beginning, final ranking will be based on systems’

performance on test-B set and provided after the submissions are closed.

The participants are allowed to both create their own system, and fine-tune an existing

solution. However, they are obligated to provide a relevant description for the submission.

For each audio recording, the system is supposed to generate a transcription of the

utterance. Participants are forbidden to use data outside the provided training and vali-

dation sets to develop their systems. It is also prohibited to manually transcribe the test

examples.

Dataset

The dataset is divided into four splits, and each one of them is stored in the corre-

sponding directory. The files for each split have the same structure.

The in.tsv file is a tab-separated file with four columns:

1. dataset - name corresponding to the dataset available on Hugging Face,

i.e. amu-cai/pl-asr-bigos-v2 or pelcra/pl-asr-pelcra-for-bigos,

2. subset - name corresponding to the subset of the dataset, as on Hugging Face,

3. split - name corresponding to the split of the subset, as on Hugging Face,

4. audioname - name corresponding to the file id, as on Hugging Face.

Example of in.tsv file:
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BIGOS PELCRA Total
No. samples 82 025 229 150 311 175

BIGOS PELCRA Total
No. samples 14 254 28 532 42 786

amu-cai/pl-asr-bigos-v2 fair-mls-20 train fair-mls-20-train-0022-00001

amu-cai/pl-asr-bigos-v2 fair-mls-20 train fair-mls-20-train-0022-00002

Although the text data are provided in TSV format, the audio files are available on

Hugging Face platform [4, 5]. For train and dev-0 splits, also expected.tsv files are

provided. It is a tab-separated file with one column, where each row is a transcription for

the matching audio recording from the in.tsv file.

Example of expected.tsv file: szum mnoży w ska lach okolicznych staje się rzeką a

w gwa ltownym pędzie pieni się huczy i zżyma w ba lwany tym sroższy w biegu im d lużej

wstrzymany lecą sanda ly i trepki i pasy wrzawa powszechna przeraża i g luszy zdrętwia l

hyacynt na takie ha lasy chcia lby uniknąć bitwy z ca lej duszy a przeklinając nieszczęśliwe

czasy resztę kaptura nasadzi l na uszy

Training Data

The train set consists of 311 175 samples.

Development Data

The dev-0 set consists of 42 786 samples.

Participants are allowed to use dev-0 set to develop their systems.

Test Data

The test-A set consists of 20 284 samples and test-B - 20 285 samples.

Participants are forbidden to manually transcribe the test examples.

Downloading Datasets

The text data are provided in the TSV format and the audio files are available on

Hugging Face [4, 5].

Evaluation

Submission Format

BIGOS PELCRA Total
test-A 7 386 12 898 20 284
test-B 7 607 12 678 20 285
Total 14 993 25 576 40 569
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The goal of the task is to generate an accurate transcription for each utterance. The

submission should consist of a single tab-separated file with one column. Each line in the

out.tsv file should contain hypothesis for the matching audio recording from the in.tsv

file.

Example of out.tsv file:

szum mnoży w ska lach okolicznych staje się rzeką a w gwa ltownym pędzie pieni się huczy

i zżyma w ba lwany tym sroższy w biegu im d lużej wstrzymany lecą sanda ly i trepki i pasy

wrzawa powszechna przeraża i g luszy zdrętwia l hyacynt na takie ha lasy chcia lby uniknąć

bitwy z ca lej duszy a przeklinając nieszczęśliwe czasy resztę kaptura nasadzi l na uszy

Metrics

For each provided submission two measures of accuracy will be calculated:

Word Error Rate (WER) - number of incorrectly transcribed words divided by the total

number of tokens in the reference sentences.

Character Error Rate (CER) - number of inccorectly transcribed characters divided by

the total number of characters in the reference sentences.

Both metrics range from 0 to 1, where 0 is the best score.

Text Normalization

As some references do not contain punctuation or capitalization, evaluation is per-

formed on normalized text to minimize the probability of false errors. All punctuation

marks are removed and the case folding is applied.

Since normalization is performed during evaluation, there is no need for post-processing

on the participant’s side.

Baseline

The scores achieved by the baseline systems are available on the leaderboard. The

scripts used to generate the results are also provided.
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[1] Alëna Aksënova, Zhehuai Chen, Chung-Cheng Chiu, Daan van Esch, Pavel Golik,

Wei Han, Levi King, Bhuvana Ramabhadran, Andrew Rosenberg, Suzan Schwartz,

and Gary Wang. Accented Speech Recognition: Benchmarking, Pre-training, and

Diverse Data. arXiv preprint, 5 2022.
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Alejandro Pérez-González-de Martos, Jorge Civera, Albert Sanchis, and Alfons Juan.

Europarl-ASR: A Large Corpus of Parliamentary Debates for Streaming ASR Bench-

marking and Speech Data Filtering/Verbatimization. In Interspeech 2021, pages

3695–3699, ISCA, 8 2021. ISCA.

[36] Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan,
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Lingual Intent Detection from Spoken Data. arXiv preprint, 4 2021.

[39] Calbert Graham and Nathan Roll. Evaluating OpenAI’s Whisper ASR: Performance

analysis across diverse accents and speaker traits. JASA Express Letters, 4(2), 2 2024.

[40] Stefan Grocholewski. Corpora - Speech Database for Polish Diphones. EU-

ROSPEECH ’97 5th European Conference on Speech Communication and Technol-

ogy, 1997.

[41] Lauren Harrington. Incorporating automatic speech recognition methods into the

transcription of police-suspect interviews: factors affecting automatic performance.

Frontiers in Communication, 8, 7 2023.

[42] Staffan Hedström, David Erik Mollberg, Ragnheiur órhallsdóttir, and Jón Gunason.
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Yannick Estève. TED-LIUM 3: twice as much data and corpus repartition for ex-

periments on speaker adaptation. Lecture Notes in Computer Science (including

subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformat-

ics), 11096 LNAI(May):198–208, 5 2018.

[44] Arthur Hinsvark, Natalie Delworth, Miguel Del Rio, Quinten McNamara, Joshua

Dong, Ryan Westerman, Michelle Huang, Joseph Palakapilly, Jennifer Drexler, Ilya

Pirkin, Nishchal Bhandari, and Miguel Jette. Accented Speech Recognition: A Sur-

vey. arXiv preprint, 4 2021.

[45] Sarah Holland, Ahmed Hosny, Sarah Newman, Joshua Joseph, and Kasia Chmielin-

ski. The Dataset Nutrition Label: A Framework To Drive Higher Data Quality

Standards. arXiv preprint, 5 2018.

[46] Wei-Ning Hsu, Anuroop Sriram, Alexei Baevski, Tatiana Likhomanenko, Qiantong

Xu, Vineel Pratap, Jacob Kahn, Ann Lee, Ronan Collobert, Gabriel Synnaeve, and

Michael Auli. Robust wav2vec 2.0: Analyzing Domain Shift in Self-Supervised Pre-

Training. arXiv preprint, 4 2021.

[47] Shengshan Hu, Xingcan Shang, Zhan Qin, Minghui Li, Qian Wang, and Cong Wang.

Adversarial Examples for Automatic Speech Recognition: Attacks and Countermea-

sures. IEEE Communications Magazine, 57(10):120–126, 10 2019.

[48] Jing Huang, B. Kingsbury, L. Mangu, Mukund Padmanabhan, George Saon, and

Geoffrey Zweig. Recent improvements in speech recognition performance on large

vocabulary conversational speech (voicemail and switchboard). In 6th International

Conference on Spoken Language Processing (ICSLP 2000), pages 338–341, ISCA, 10

2000. ISCA.

234



[49] Xuedong Huang. Microsoft researchers achieve new conversational speech recognition

milestone, 2017.

[50] Magdalena Igras-Cybulska, Bartosz Zió lko, Piotr Żelasko, and Marcin Witkowski.

Structure of pauses in speech in the context of speaker verification and classification of

speech type. EURASIP Journal on Audio, Speech, and Music Processing, 2016(1):18,

12 2016.

[51] Javier Iranzo-Sanchez, Joan Albert Silvestre-Cerda, Javier Jorge, Nahuel Rosello,

Adria Gimenez, Albert Sanchis, Jorge Civera, and Alfons Juan. Europarl-ST: A

Multilingual Corpus for Speech Translation of Parliamentary Debates. In ICASSP

2020 - 2020 IEEE International Conference on Acoustics, Speech and Signal Pro-

cessing (ICASSP), pages 8229–8233. IEEE, 5 2020.

[52] Dorota Iskra, Beate Grosskopf, Krzysztof Marasek, Henk Van Den Heuvel, Frank

Diehl, and Andreas Kiessling. SPEECON-Speech Databases for Consumer Devices:

Database Specification and Validation. LREC Proceedings, 3rd LREC 2002, 2002.

[53] Micha l Junczyk. Polish ASR Speech Datasets Catalog.

https://github.com/goodmike31/pl-asr-speech-data-survey, 2023.

[54] Naoyuki Kanda, Guoli Ye, Yu Wu, Yashesh Gaur, Xiaofei Wang, Zhong Meng, Zhuo

Chen, and Takuya Yoshioka. Large-Scale Pre-Training of End-to-End Multi-Talker

ASR for Meeting Transcription with Single Distant Microphone. arXiv preprint, 3

2021.

[55] Phillip Keung, Wei Niu, Yichao Lu, Julian Salazar, and Vikas Bhardwaj. Attentional

Speech Recognition Models Misbehave on Out-of-domain Utterances. arXiv preprint,

2 2020.

[56] Suyoun Kim, Duc Le, Weiyi Zheng, Tarun Singh, Abhinav Arora, Xiaoyu Zhai,

Christian Fuegen, Ozlem Kalinli, and Michael Seltzer. Evaluating User Perception

of Speech Recognition System Quality with Semantic Distance Metric. In Interspeech

2022, pages 3978–3982, ISCA, 9 2022. ISCA.
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238



ciska de Jong, editors, Proceedings of the Workshop ParlaCLARIN III within the 13th

Language Resources and Evaluation Conference, pages 111–116, Marseille, France, 6

2022. European Language Resources Association.

[77] Duncan Macho, Laurent Mauuary, Bernhard Noé, Yan Ming Cheng, Doug Ealey,
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