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Przedstawiona do recenzji praca doktorska napisana jest w jezyku angielskim, a jej tresé
odpowiada tytutowi pracy. Sktada si¢ ze spisu tresci, wstepu, czterech rozdziatéow, zakonczenia
oraz obszernej bibliografii. Nie ma streszczenia w jezyku polskim, co wydaje si¢ byé
formalnym wymogiem prac pisanych w obcych jezykach.

Wstep zawiera wszystkie metodologicznie niezbedne elementy. Doktorant w badaniach
sztucznych agentéw zasadniczo odwotluje si¢ — stusznie — do filozofow i do teoretykéw Al
Natomiast za istotng ceche dysertacji uznaje zakorzenienie jej w teologii. Jest to zrozumiate,
skoro praca pisana jest na Wydziale Teologicznym i doktorat ma byé¢ z dyscypliny zwanej
»hauki teologiczne”. Owo zakorzenienie odwotuje sie¢ do faktu, iz ludzkie dzialania i jego
wytwory sg ,,miejscami teologicznymi”, w ktoérych manifestuje si¢ natura i przeznaczenie
czlowieka. Stusznie tez Doktorant podkresla, ze rozwdj Al stanowi dzi$ istotny kontekst, w
ktérym pytania o czlowieka musza by¢ stawiane. Takie rozumienie teologii ks. prof. Stanistaw
Kaminski, przedstawiciel lubelskiej szkoty filozoficznej, nazywal ,.rewelacjonizacja $wiata”.
Bardzo szkoda, ze Pan Mr6z nie wrdcit do tego watku i nie pokazal w szczegbétach — po
wszystkich rozwazaniach — owych sztucznych ,,podmiotéw” jako ,.teologicznego miejsca”. Jest
to brak, ktéry warto uzupetnié¢ choéby podczas publicznej obrony. Podana na stronie tytutowe;j
polska wersja tytutu uzywa terminu ,,agent”. Termin ten faktycznie rozpanoszyt si¢ w jezyku
polskim, cho¢ faktycznie chodzi o ,,podmiot dziatajgcy”. Problematyczno$é uzycia terminu
»podmiot” w kontekscie Al jest oczywista, co zresztg jest rozwazane w dysertacji. Jezyk
angielski jest tu wygodniejszy, poniewaz termin ,,agent” nie niesie z sobg tych wszystkich
konotacji, ktére niesie polski termin ,,podmiot”. Kate Darling z MIT zaproponowala termin
waktant”, by zaznaczy¢ moc dziatania Al, a odrdzni¢ od ludzi (zob. Darling, K. (2016).
Extending Legal Protection to Social Robots. In R. Calo, M. Froomkin, I. Kerr (eds.). Robot
Law, Edward Elgar Publishing, Cheltenham, UK.).

Przedmiotem rozwazan Doktoranta jest sztuczna inteligencja widziana wiasnie jako
aktant, na ktéry narzuca si¢ warunek dziatania w sposéb moralny i/lub bycia moralnym. Zwrot
»/lub” sygnalizuje kwestie doskonale rozwazong w dysertacji: ,,moralne zombi” versus
»moralny podmiot”, do czego p6zniej nawigzg. Autor stawia swym rozwazaniom trzy cele: (1)
przedstawienie debaty nad mozliwoscia, racjami i warunkami zbudowania moralnego aktanta;
(2) przeanalizowanie kontekstow, w ktorych ta debata sie rodzi; (3) wskazanie konsekwencji
zasadniczych stanowisk w tej debacie (por. s. 9). Praca ma wigc charakter metaprzedmiotowy.
Uwazam, ze cele zostaly zrealizowane. Stusznie Autor podkresla dynamiczng sytuacje, w ktorej
prowadzi swe analizy — Al bardzo szybko si¢ rozwija i jest zjawiskiem wielowymiarowym. Stad



pewne pytania — jak np. o status moralny Al — muszg by¢ z géry wykluczone z rozwazan.

Rozdziat 1 szkicuje kontekst, w ktoérym rodzi si¢ pytanie o moralno$é aktantéw. Punkt 1
tego rozdziatu pokazuje problemy z definiowaniem Al oraz ich typologig, szkicuje — wazna dla
dalszych analiz — kwesti¢ antropomorfizowania Al oraz gtéwne obszary rozwazan nalezace do
etyki Al, czynigc przy tym szereg rozréznien pojeciowych (np. odpowiedzialna Al i Al godna
zaufania). Stusznie Autor podkresla, ze AI nie jest kwestig li tylko techniczng, ale takze
spofeczng i etyczng (a zapewne takze polityczna i ekonomiczna). Bardzo stusznie tez podkresla,
ze dyskutowane kwestie rodzg si¢ z samego istnienia i funkcjonowania Al, a nie z ich
niemoralnego wykorzystywania (zob. s. 30). Rodzi to kwestie ogélniejsza: Al jest znakomitym
przyktadem nasycenia artefaktow wartosciami (zob. Lizut, R.A., Technika a wartosci. Spor o
aksjologiczng neutralnos¢ artefaktéw, Lublin 2014). Owo nasycenie artefaktéw wartosciami
sprawia, ze nie tylko ich wykorzystanie, ale takze budowanie i rozpowszechnianie staje sie
kwestig etyczna. Autor nie podejmuje tematu nasycenia techniki warto$ciami, choé¢ w rozdziale
3 stawia pytanie, czy powinnismy budowa¢ moralne aktanty (zob. 3.2), co jest naturalng
konsekwencja uznania nasycenia AI wartosciami. Warto by ten watek rozwingé. Stawia
natomiast inng istotng kwestie, ktora nazywa ,bilateralnym zanieczyszczeniem” (bilateral
contamination): badania Al przyjmuja antropomorfizujacy opis proceséw komputacyjnych, a
nauki kognitywne adoptujg komputacyjne ujecia ludzkich proceséw poznawczych (zob. s. 21n).
Rozwazania bardzo dobrze pokazuja, ze taka kontaminacja nie jest obojetna dla wynikow
badawczych i rozumienia czlowieka — moze nies¢ z sobg znieksztatcanie rzeczywistosci.
Podobne analizy znajdziemy w watykanskim dokumencie Antiqua et Nova (do ktérego Pan
Mroz sigga), a dotyczg terminu ,,inteligencja” bezrefleksyjnie stosowanym do cztowieka i do
techniki. Sam Autor nie zajat sie — by¢ moze szkoda — problemami z rozumieniem terminu
winteligencja”. Rozdzial 1 jest bardzo informatywny, przywoluje waznych autoréw i wazne
dokumenty. Wyraznym niedopatrzeniem jest natomiast brak odwotania do tzw. Asilomar Al
Principles z 2017 (https://futureoflife.org/open-letter/ai-principles/), w ktérym to dokumencie
(podpisanym przez czotowe postaci i organizacje $wiata Al) pojawiaja sie explicite problemy i
pojecia istotne dla analiz zawartych w pracy. Natomiast niewatpliwie rozdzial 1. spetnia swoj
cel: naszkicowanie kontekstu dalszych rozwazan, i z korzysciag moglyby go czytaé¢ wszystkie
osoby zainteresowane Al. Dobrze tez pokazuje kluczowy problem etyki Al: , przettumaczenie™
etycznych norm na techniczne procesy (zob. 1.3.4 i doskonaly tytul tego punktu).

Rozdziat 2. jest kluczowy dla rozwazan, bowiem skupiony jest na tytutowym pojeciu
artificial agency i jego filozoficznych fundamentach, poczynajac od rozumienia
podmiotowosci. Uwzglednia tez paradygmatyczny zwrot w rozwazaniach: zamiast rozwazaé
sztuczng inteligencj¢ mamy rozwazaé sztucznego agenta (podmiot dziatajacy), niekoniecznie
posiadajacego ludzkie podmiotowe wyposazenie (2.2). W kolejnych punktach dobrze jest
pokazane, Ze uznajemy pewne sztuczne twory, takie jak instytucje czy korporacje, za
»podmioty” dziatajgce i wobec tego pytanie brzmi nie: czy istnieja sztuczne podmioty
dzialajgce?, ale: czy mozna do nich zaliczy¢ AI?. Rozwazania nad formami sztucznych
podmiotéw (2.3) oraz model kolektywnego i rozproszonego dzialania (2.4) prowadza do
istotnego wniosku: granica migdzy naturalnym i sztucznym podmiotem dziatajacym wydaje sie
zanikac¢ (s. 52). Cho¢ Autor tego nie podkresla, rozwazania te uzasadniajg postawienie pytania o
Al jako agenta wlasnie — i jest to kwestia faktyczna, a nie czysto akademicki problem. Swe
analizy ,paradygmatycznego przesuni¢cia” Doktorant uzupelnia analizami historycznymi



rozumienia dziatania i podmiotu dziatania (2.5; od Arystotelesa do wspoélczesnych autorow).
Ow historyzm (obecnym i w innych rozdziatach) jest dobrym metodologicznym zabiegiem,
poniewaz pokazuje, ze ,,stare” narzedzie pojeciowe i ideowe mogg by¢ przydatne do ujasnienia i
rozwigzania wspdtczesnych kwestii. Autor nie ulega wiec modnemu dzig ,byciu na czasie”, co
uwazam za istotny walor pracy. Uzywam tu terminu »historyzm” charakteryzujacego lubelska
szkole filozoficzng, ale uwazam, ze doskonale pasuje do podejscia Pana Mroza: chodzi o
uwzglednienie w badaniach filozoficznych historii wyjasnianych probleméw, gtéwnie pod
katem kontekstu ich powstania i rozwoju, pozwalajgcego odkry¢é w ramach okreslonych
systemow filozoficznych, mimo pojeciowego zréznicowania, state aspekty probleméw oraz
wplyw na ich interpretacje przyjmowanych zalozen i metod badawczych, jak tez sposobow
wyjasniania i uzasadniania formutowanych tez (zob. A. Lekka-Kowalik & T. Duma, “Via ad
veritatem. O metodach uprawiania filozofii w szkole lubelskiej”, w: A. Lekka-Kowalik, P.
Gondek (red.), Lubelska Szkota Filozoficzna. Historia — koncepcje — spory, Wydawnictwo
KUL, Lublin 2019, 147-173). Historyczne rozwazania pozwalaja Autorowi wskazaé¢ konieczne
atrybuty bytu, ktéry mozna uznaé za dziatajacy (2.7) oraz wskazuje, ze owo bycie podmiotem
dziatajgcym jest stopniowalne (2.7.1). Punkt 2.8 jest kluczowy dla pytania o konsekwencje
uznania Al za podmiot dziatajacy, poniewaz wprowadza pojecie funkcjonalnego podmiotu
dziatajgcego (opis obejmuje dziatania, a nie metafizyczne wyposazenie podmiotu) oraz kwestie
realizowania wilasnosci funkcjonalnych w rozmaitych substratach (multiple realizability).
Wspélezesne ujecia pokazuja, ze owa multiple realizability, a takze niezawodnosci i solidnogé
dziatania (reliability) sa sprawa stopnia: sztuczne systemy mogg realizowaé¢ pewne aspekty
dziatajacego podmiotu, a innych nie, moga by¢ wysoce solidne w jednych aspektach (np.
czasowym, ekologicznym), a w innych nie. Autor bardzo dobrze referuje dyskusje, ale szkoda,
ze nie pokazal konsekwencji (czy nie naszkicowat problem6w) prawnych i moralnych takiego
ujgcia sztucznego podmiotu dziatajacego. A przeciez w tym przypadku stajemy przed
problemem wyboru, ktére aspekty s3 na tyle istotne, ze Al ich nie respektujgcy nie moze/nie
powinien by¢ dopuszczony do dziatania. Bardzo krétko (p. 2.9) Pan Mr6z stawia problem
sztucznej osoby i jej relacji do dzialania (p6t s. 64), odréznia osobe prawng i moralng oraz
wprowadza pojecia ,,0s0by elektronicznej” (kolejne pét strony) oraz wskazuje na cierpliwosé i
podatnos¢ na dziatania innych jako istotne cechy podmiotu dziatajacego. Szkoda, ze nie
rozbudowat tych punktéw, bo tam pojawiaja sie kluczowe problemy: podobienstwo dzialan Al
do dziatan os6b ludzkich (kwestia $wiadomosci), rozumienie osoby ludzkiej i konsekwencje
rozszerzania zakresu tego pojecia (a wiec i zmiana tresci), co rodzi kwestie ontologiczne. Autor
wspomina o rozmaitych kwestiach z tego obszaru, ale nie jest to analiza, a raczej deklaracja, i to
raczej sprawozdanie z czyich$ pogladéw. A szkoda, bo tu do pewnego stopnia rozstrzygaja sie
niektore kwestie istotne dla rozdziatu 3.

Rozdziat 3. podejmuje kwesti¢ sztucznych podmiotow moralnych. Autor jasno i
precyzyjnie stawia te¢ kwestie: dzialania Al mogg by¢ oceniane jako moralnie dobre/stuszne albo
moralnie zle/niestuszne. Czy wobec tego samo dziatajace Al moze byé moralne/niemoralne?
Doktorant najpierw pokazuje jak mozna rozumieé¢ etycznosé bytéw dziatajgcych (idzie to za J.
Moorem; 3.1.1), a nastgpnie podejcia do tworzenia etycznych maszyn (3.1.2) oraz tzw.
moralny test Turinga (3.1.3). Stusznie podkresla, ze oprécz wyboru podejscia ,,0d dotu”, ,,0d
gory” czy hybrydowego, jest takze problem wyboru etyki jako teorii normatywnej, a nawet
normatywnosci posredniej (przedstawione jest podejscie N. Bostroma). Juz tu zaznacza tez



wage problemu: maszyny sa postrzegane jako bardziej neutralne w swych sadach i decyzjach
niz ludzie (s. 75). Nie rozbudowal natomiast konsekwencji faktu, ze Al jest widziana jako
moralnie lepsza niz my, ludzie, a sg one i spotecznie, i moralnie istotne (zob. A. Lekka-Kowalik,
Czlowiek wobec sztucznej inteligencji, red. Jerzy Kaczorowski, Poznan 2025, s. 49-58.).
Rozdziat jest bardzo erudycyjny i stanowi doskonale zrodta do wszystkich, ktorzy chcg sig
zapoznaé z tzw. etykg maszyn (machine ethics) i jej gtéwnymi problemami. Sam Doktorant nie
zabiera wyraznie glosu w dyskutowanych kwestiach, raczej analitycznie streszcza rozmaite
podejscia. Punkt 3.2 (s. 81n) jest bodaj najistotniejszy, poniewaz stawia kwesti¢ normatywna:
czy powinnismy dazy¢é do zbudowania moralnych maszyn? Shusznie Autor podkresla, ze
pozornie jasna odpowiedz: skoro Al decyduje i dziata, a rezultaty s3 moralnie istotne, to
powinni$my wyposazy¢ ja w jaki$ rodzaj moralnego rozumowania, wcale nie jest oczywista. W
kolejnych punktach przedstawia argumenty za i przeciw temu przedsigwzigciu (jak sadze w
numeracji jest blad, bo dwa razy wystepuje 3.2.1). Jest to bardzo dobra prezentacja, oparta na
najnowszej literaturze, nawet jesli argumenty ,,nie da si¢ tego zrobi¢” i ,,nie powinno si¢ tego
zrobié” nie sa wyraznie oddzielone. Rozdziat konczy si¢ kwestia tzw. ujednolicenia wartosci
(value alignment), postawionej juz w Zasadach z Asilomar, na ktére wskazywatam jako brak w
literaturze cytowanej: ,,Wysoce autonomiczne systemy sztucznej inteligencji powinny by¢
projektowane w taki sposob, aby ich cele i zachowania byly zgodne z wartosciami ludzkimi
przez caty okres ich dziatania” (Zasady z Asilomar, p. 10;
https://instytutsprawobywatelskich.pl/sztuczna-inteligencja-zasady-z-asilomar/), co stusznie jest
pokazane jako prawdziwe wyzwanie dla konstrukeji Al i to nie tylko dla superinteligencji. Dla
analiz problemu ujednolicenia warto$ci zaproponowany jest model agent-pryncypat (s. 93) z
kilkoma uwagami. Jest to bardzo interesujgca propozycja, oparta na znanym modelu, gdzie
pryncypat deleguje zadania do wykonania przez agenta, co rodzi rozmaite trudnosci. Nie jest
jasne, czy to jest pomyst od kogo$ wzigty (nie ma zadnego przypisu, cho¢ jest fragment, ktory
wyglada jak cytat) czy tez to wiasny pomyst autora. W kazdym razie warto byloby to podejscie
rozwingé, w jakim bowiem sensie zachowanie AI wykonujacej zadanie moze by¢
,hiespodziewane” czy inne niz to zaprogramowane? A do takiej rozbieznosci odwotuje si¢
Autor (p. 93). Problem kontroli dziatan Al (3.3.2), tworzenia systeméw ,,uwarto$ciowanych”
(3.3.3), etyczna krytyka postulatu ujednolicenia wartosci (3.3.4) oraz dowody na
niepowodzenie ujednolicania wartosci w przypadku duzych modeli jezykowych (LLM) (3.3.5)
doskonale pokazuja, z jakim problemem przychodzi si¢ nam mierzy¢. I jasno wida¢, ze nie jest
to problem teoretyczny, bowiem trwaja intensywne badania nad realizacjg moralnych maszyn.
Jest to niewatpliwie zaleta rozdziatu: ma nie tylko duzy tadunek erudycyjny, ale sigga do
faktycznych rezultatow w dziedzinie Al.

Rozdziat 4. ma na celu poglebienie kluczowych watkéw zarysowanych w poprzednich
rozdziatach, a doktadniej przebadanie centralnych wymiar6w moralnosci i obecnosci tych
wymiaréw w dziataniach sztucznych podmiotow (s. 103). Ostatecznie pozwoliloby to ocenié
zasadno$¢ przypisywania Al moralnosci. To stad tytul rozdziatu w formie pytania: czy
moralno$é ma charakter komputacyjny? Proby odpowiedzi na to pytanie — twierdzi Doktorant —
prébuja taczyé dwie idee: moralnos¢é w sensie fenomenalnym, gdy podmiot moralny ma mie¢
$wiadomosé czy do$wiadczenie jako$ci oraz moralno$¢ w sensie funkcjonalnym, gdy moralnos¢
jest rozumiana jedynie jako cecha zachowania. Daje przyklady takiego polgczenia (4.1):
.przettumaczenie” teologicznej ontologii na funkcjonalny uktad czy idea wychowywania




robotoéw oraz przeprowadza ich dobra, ale dos¢ skrétowa krytyke. Natomiast stusznie podkresla
— 1jego rozwazania dobrze to ilustrujg — ze debaty nad Al potrzebuja nie tylko technicznych, ale
i filozoficznych fundamentoéw (s. 108). Kolejne punkty dobrze pokazuje, ze mamy do czynienia
z niekompatybilnymi ujeciami moralnosci: funkcjonalistyczng moralnoscia bez umystu
(Swiadomosci, woli itd.; p. 4.2.1) i moralnoscia podmiotu w sensie metafizycznym,
wyposazonym w rozmaite wladze (4.2.2). O ile punkt o moralnosci funkcjonalnej odwotuje sie
do wspoélczesnych myslicieli (Floridi, List, Dennett), o tyle punkt o moralnym podmiocie
dziatajacym jest gleboko osadzony w historii: od Arystotelesa do K. Wojtyly, A. MaclIntyre’a,
Ch. Taylora i P. Strawsona. Jak podkreslatam wyzej, historyczne osadzanie probleméw uwazam
za duza zalet¢ pracy. Doktorant bardzo dobrze podsumowuje dyskusje, sporzadzajac liste
aspektow przeoczonych lub ignorowanych przez funkcjonalistyczne podej$cie do moralnosci (s.
125-127). Zajmuje tez wyrazne stanowisko: ,zredukowanie moralnej podmiotowosci do
zachowania czy wskaznikow efektywnosci (performance indicators) moze byé uznane za
wysoce niekompletny obraz, ktéry moze obja¢ sztuczne podmioty dzialajace, ale ktory nie
ujmuje prawdziwej natury moralnosci” (s. 128). Zgadzam si¢ z Autorem, a co wiecej, widze w
tym pewna uniwersalng tendencj¢ do zmieniania poje¢ tak, by objety pozadane elementy. Jest to
inzynieria pojgciowa, ktora ostatecznie jest przykrawaniem poje¢é na potrzeby pozapoznawczych
celéw. Doktorant tak tego nie formutuje, ale sadze, ze jego rozwazania wspierajg mojg teze.
Nastepny punkt poswigcony duzym modelom jezykowym i zawartych w nich (pozornie)
modelach $wiata stanowi ilustracje powyzszej tezy. Autor pokazuje, Zze nie da sie pojec¢
wartosciujacych jednoznacznie przetozyé na ciagi zer i jedynek, co jest niezbedne dla napisania
algorytmu, a Al nie ,,zrozumie” ludzkich wartosci, poniewaz nie uczestniczy w ludzkim zyciu.
Ostatecznie problem sztucznych podmiotéw moralnych okazuje sie¢ problemem metafizycznym
(zob. bardzo wazna strona 132). ZgdédZzmy si¢ z Autorem, ze méwienie o moralnych maszynach
czy o sztucznych moralnych podmiotach dziatajacych jest co najwyzej metaforyczne, a
przedsigwzigcie value alignment z gory skazane na porazke, gdyz wiedza moralne jest
czesciowo wiedzg niejawng i ze nie moze by¢ raz na zawsze skodyfikowana. Problem wszak
pozostaje: jak zagwarantowaé, ze autonomiczne dziatania Al beda etycznie akceptowalne? Czy
jest realna alternatywa dla dyskutowanych w dysertacji podej$¢? Doktorant zauwaza te kwestie,
ale jej systematycznie nie podejmuje, cho¢ zauwaza, iz powyzsze rozstrzygniecie nie powinno
prowadzi¢ do zarzucenia badan w etyce maszyn.

Ostatni punkt 3. rozdziatu nosi tytut ,Kreatywny charakter dzialania moralnego”.
Glowng teze da si¢ stresci¢ nastgpujgco: moralne dziatanie jest zarazem autokreacjg i
wspolkreowaniem otaczajgcej rzeczywistosci. Zdaniem Autora dysertacja przez to wprowadza
w debate¢ o moralnosci Al perspektywe nieobecng wczesniej. Autor ma racje jesli chodzi o
anglosaskie debaty, ale nie te toczone w polskiej tradycji. Sam Autor siega do J. Tischnera i K.
Wojtyly, a rozwazania warto by uzupeti¢ o mysl M.A. Krgpca czy T. Stycznia. Sa tam
doskonate analizy ludzkiej decyzji jako aktu moralnego, w ktéorym odbywa sie wspoldziatanie
rozumu i woli i ktéry ostatecznie prowadzi do sgdu: ,w tej oto chwili i w tej sytuacji ja
powinnam zrebi¢ to a to”, a potem sgdu: ,,zrobi¢ to a to”. Sady te nie sg dedukcjg z jakis
ogllnych zasad, ani indukcjg z przypadkéw, ale wilasnie jednostkowym sgdem twoérczym.
Sadem tym ustanawiam siebie jako zrddto dziatania. Ludzka wolnosé przejawia sie zas w tym,
ze moge odrzuci¢ wilasny sad ,,powinnam” i wyda¢ sad ,zrobie catkiem co$ innego”.
Doswiadczenie, ze wiem, co powinnam zrobié, a robi¢ cos innego znane jest zapewne kazdemu.



Taka decyzja ma zawsze konsekwencje nieprzechodnie (buduje siebie jako pewng osobowos¢) i
przechodnie (w $wiecie uruchamiam nowy tancuch przyczynowo skutkowy). Aplikacje tego
rozumienia decyzji do $wiata Al przedstawialam w tekstach, m.in. ,,Morality in the AI World,
“Law and Business” (Sciendo) 1(2021), 44-49; ,,W cieniu rozkwitajacych AI”, w: Czlowiek
wobec sztucznej inteligencyi, red. Jerzy Kaczorowski, Poznan 2025, s. 49-58. Krétko méwiac,
nie jest tak, ze kwestia kreatywnosci aktu decyzyjnego (a on ma zawsze wymiar moralny) nie
byta dyskutowana w kontekscie Al. Natomiast zgadzam si¢ z Doktorantem — zreszta podobny
byl wynik moich analiz — Ze jezeli moralne decyzje i idace za nimi dziatania sa tworcze, to idea
sztucznego podmiotu moralnego stoi przed powaznym wyzwaniem: pytanie nie dotyczy po
prostu tego, czy maszyny mogg wykona¢ normy moralne czy optymalizowaé rezultaty etycznie
istotne, ale czy sa zdolne do autodeterminacji i tworczej odpowiedzi na napotkane wartosci
(zob. s. 144). Doktorant zajmuje tu jasne stanowisko: sztuczne podmioty dziatajace nie sa
autentycznie, prawdziwie moralne (s. 146) — dodajmy: o ile nie ,przykroi” si¢ pojecia
moralnosci, ignorujac tradycje¢ filozoficzng. Odrzucenie owej postawy ,przykrawania” i
zanurzenie rozwazan w calej filozofii uwazam za wazny walor rozprawy. Autor proponuje tez
alternatywe: zamiast patrzenia na sztuczne systemy jako potencjale moralne podmioty
dziatajace, lepiej jest na nie patrze¢ jako na ,narzedzie moralne” pozwalajace cztowiekowi
lepiej rozumowaé¢ w sferze moralnej, chocby identyfikowaé kwestie moralne, przewidzie¢
konsekwencje, a nawet proponowa¢ rozwiazania (s. 146). Sa ku temu dobre argumenty (choéby
odréznianie przetwarzania danych od semantycznego rozumienia), choé dla ich formutowania
spora czgs¢ rozwazan o historii pojecia kreatywnosci nie jest potrzebna. Stusznie Pan Mréz
przywotuje metafizyczng zasadg operari sequitur esse, ale chyba lepszym thumaczeniem byloby
chyba ,.action follows from the being”, a nie ,,action reveals existence” (s. 143), bo lacifiskie
sformutowania glosi, ze kazda rzecz dziala zgodnie z tym, czym jest (jakim bytem jest).
Zakonfczenie streszcza glowne mysli dysertacji. Doktorant doskonale wypunktowat
glowny problem obszaru Al: oto zauroczeni mozliwosciami Al, ,,obnizyli§my poprzeczke”
rozumienia, czym jest moralna podmiotowo$¢ i moralne dziatanie, i gotowi jeste$my poszerzy¢
istotne pojecia (zadowalajac si¢ funkcjonalna $wiadomosceia, funkcjonalng moralnoscig) tak,
zeby i Al zaliczy¢ do podmiotéw moralnych. Stusznie Autor odrzuca ten krok, ale szkoda, ze
nie poswiecit punktu pracy, by w sposéb systematyczny pokazaé konsekwencije tego kroku,
gdyz jest to kwestia istotna kulturowo, a wszak kultura ma by¢ ,,miejscem teologicznym”. W
zakonczeniu pojawia si¢ kwestia rozumienia odpowiedzialnosci, ale nie jest to kwestia jedyna —
nalezalby spojrze¢ na relacje z Al (m6j przyjaciel robot?) czy tez uczestnictwa robotow w
spoteczenstwie. Krotko méwige, nalezatoby przyjrze¢ sie rozmaitym konsekwencjom uznania
Al za podmioty moralne. Autor widzi t¢ kwesti¢, — twierdzi bowiem, Ze sposéb w jaki
formutujemy debate o rozwoju technicznym ma istotne znaczenie, poniewaz najpierw my
ksztattujemy technike, a potem ona nas — ale jej nie podejmuje (s. 155). Tu wraca kwestia
nasycenia techniki wartosciami, o ktorej wyzej pisatam. Stusznie natomiast Autor podkresla, ze
préby budowania ,,moralnych maszyn” ostatecznie prowadzg nas do kwestii, ktére nie moga
zosta¢ rozwigzane w obszarze techniki. Jesli si¢ z tym zgodzimy — ja z pewnoscig tak — to staje
si¢ to ukryta krytyka edukacji, z ktorej eliminuje si¢ jako ,nieuzyteczne” przedmioty
humanistyczne, w tym filozofie. Doktorant wraca w ,,Zakonczeniu” do teologii, ktéra ,,moze
wnie$¢ wkiad” w debate o AI — ale tego nie pokazuje, bowiem to, do czego siega w
rozwazaniach nalezy do filozofii. Cytat z Papieza Franciszka otwiera natomiast nowa kwestie:



wage rzeczy matych a pigknych, ktére nie dadzg sie zamkng¢ w algorytmach. A moze dadza?
Roboty empatyczne rozkwitajg. Natomiast ma racje Pan Mroz twierdzac, ze rozwoj Al nakazuje
zapytaé, co znaczy by¢ cztowiekiem (s. 155). Szkoda, ze na fundamencie dysertacji Pan Mréz
nie pokazal kolejnych obszarow badawczych — poza pytaniem o cztowieka. Doktorant jest
natomiast ostrozny w formutowaniu wnioskéw i na ogdt zaznacza, ze taki jest stan obecny Al i
dalszy rozwdj moze to zmieni¢. Podzielam t¢ ostroznosé¢, ale sadze, ze uzyskanie przez Al
$wiadomosci nie rozwiaze kwestii, bo zrodzi si¢ nowa: czy posiadanie swiadomosci czyni Al
osobg, a ostatecznie to o bycie osoba chodzi, a nie po prostu o bycie cztowiekiem jako
przedstawicielem gatunku.

Doktorant wykazuje duza swiadomos$¢ metodologiczng i dobrze panuje nad kolejnymi
zagadnieniami, ale przeklad tego na formalng konstrukcje pracy jest mocno niezadowalajacy
Dla przyktadu punkt 1.1 ma 11 podpunktéw, a za to punkty 1.2 oraz 2.7 i 2.9 po jednym
podpunkcie — a dobre praktyki edytorskie wskazujg, ze jednego podpunktu si¢ nie wydziela.
Pan Mréz zaktada tez sporag wiedz¢ u czytelnika, bo nie tlumaczy pewnych poje¢ jako$
istotnych dla rozwazan, np. biased algorithms (s. 92), superintelligence (s. 92), czy nawet
kontrowersji wokot intelligence (cho¢ sam problem zauwaza (s. 12 i 14), a to okaze si¢ wazne,
gdy pojawi si¢ osobliwa definicja inteligencji (s. 94), social robots, czy tez Anthropic.
Oczywiscie mozna sprawdzi¢ w Internecie, ale drobny przypis utatwiatby lekture.

Jezyk dysertacji jest dobry, konstrukcja zdan jasna. Dobra jest tez konstrukcja rozwazan:
od naszkicowania kontekstu, przez analizy podmiotowosci i podmiotu dziatajacego oraz
sztucznych ,,agentow” (wraz z kwestig etyki maszyn) az do postawienia pytani, czy moralnosé
moze by¢ zalgorytmizowana. Sg co prawda fragmenty, ktére mozna by pomingé (jak o
kreatywnos$ci w ogole), ale nie zakldcajg one w sposob zasadniczy toku wywodow. Duzo
do zyczenia pozostawia redakcja pracy. W osobliwy sposéb uzywane jest wytluszczenie w
tekscie (np. s. 76-77), a w innych miejscach w podobnych konstrukcjach nie ma, podobnie
czasem w listach gléwne terminy sa wyboldowane (np. s. 89), a czasem nie sg (s. 104). Sa
wyrazenia, ktore sprawiajg wrazenie cytatow (pojawia si¢ cudzystéw), ale brakuje odnosnika,
np., s. 115, 121, czy 144. Réwnie osobliwie uzywane sa odnosniki, np. Doktorant przywotuje
Arystotelesa i Etykg Nikomachejskg, a pojawia si¢ odnosnik do Talbota (s. 118), odwotuje si¢ do
Tomasza i jego Sumy Teologicznej, a w pewnym momencie odnosnik do Pope’a (s. 118), pisze o
Kancie i nawet uzywa zwrotu ,,he defines”, a odnos$nik jest do Davisa i Steibocka (s. 119), pisze
o Wojtyle i nawet wyglada jakby byl cytat, a odno$nik do Williamsa i Bengsona bez podanej
strony. Sg to tacy autorzy, ze nalezy siegna¢ do ich wtasnych dziel, a nie literatury o nich — a tak
interpretuj¢ owe osobliwe odnosniki.

Na strasznym poziomie jest redakcja bibliografii — cho¢ wykaz literatury jest
zadowalajacy pod wzgledem merytorycznym. W wielu pozycjach brak elementarnych danych
bibliograficznych, np. Runciman, Przegalinska, Nietzsche, Maclntyre, Levinas, Heidegger,
Bostrom czy Boden (nie wypisatam wszystkich przypadkow); czgs¢ danych bibliograficznych
jest zupetnie osobliwa, jak Floridi czy Clark: ,,Jn Oxford University Press e-Books”, cho¢ sg
standardowe dane dostepne w Internecie; sa niekonsekwencje w podawaniu tytuléw czasopism:
raz kursywa, raz nie; brak stron przy wielu artykutach... niekiedy sg nawet skompilowane dwie
rézne pozycje (zob. np. dane artykulu J. Bryson dostgpne w internecie i zamieszczone w
bibliografii). Nie wymieniam wszystkich dostrzezonych przeze mnie bledow, bo juz te
wskazane pokazuja, ze Doktorant nie dochowat starannosci przy sporzadzaniu bibliografii. Jesli



bylo to robione ze wsparciem Al (co mogloby sugerowaé wyjasnienie konczace wstep), to
doprawdy sztuczna inteligencja nie powinna zastgpowaé naturalne;.

Podsumowujac: dysertacja jest rzetelng i informatywna rekonstrukcja jednej z
kluczowych debat w obszarze Al: uznaniu Al za sztuczny podmiot moralny (sztucznego agenta
moralnego). Z pozytkiem mogli przeczyta¢ te prace i filozofowie, i inzynierowie. Rekonstrukcja
oparta jest na merytorycznie istotnej literaturze, a za wazng zalete rozwazan uwazam ich
historyczne osadzenie oraz pokazanie, ze rozwiazywanie tego problemu wymaga nie tylko
wiedzy technicznej, ale takze — a moze przede wszystkim — przede wszystkim filozoficznej.
Brakuje systematycznego rozwazenia konsekwencji, ktére uznanie istnienia sztucznych
agentow moralnych miatoby dla rozumienia cztowieka, spoteczenstwa czy kultury. Brakuje tez
owego teologicznego spojrzenia na kwesti¢ moralnych agentéw — co zapewne ujawniloby sie
wyraznie przy rozwazaniu konsekwencji ,ucztowieczania maszyn”. Natomiast doskonale
ujawnia si¢ kwestia ,,przykrawania” poje¢ moralnodci czy dziatania. Pytanie: dlaczego tak sie
dzieje? Wykracza poza zakres dysertacji, ale kulturoznawca czy politolog powinni je podjaé,
podobnie jak filozof mégiby podja¢ systematyczne badania nasycenia Al warto$ciami (np.
nasycenia promocyjnego, zob. wskazany wczesniej tekst R. Lizuta). W tym sensie dysertacja
jest ptodna poznawczo. Doktorant nieczgsto ujawnia swe poglady, ale ostatecznie formutuje
jasne stanowisko co do mozliwoéci uznania Al za moralny podmiot dziatajacy (moralnego
agenta). Konstrukeja pracy jest metodologicznie zdyscyplinowana, natomiast strona edytorska
pozostawia wiele do Zyczenia, podobnie jak konstrukcja bibliografii.

Biorac pod uwage powyzsza oceng rozprawy doktorskiej stwierdzam, Ze spelnia ona wymogi
postawione w Ustawie o stopniach naukowych i tytule naukowym i wnioskuje o dopuszczenie
mgra Macieja Mroza do dalszych etapéw postepowania doktorskiego.

Ewa Agnieszka Lekka-K.
Lublin, 19 stycznia 2026



