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Streszczenie 
 

Enzymy są jednymi z najsilniejszych biologicznych katalizatorów w przyrodzie. Prawie ~50-

60% enzymów ma głęboko osadzone miejsce aktywne, a mechanizm funkcjonalny w tych 

enzymach jest kontrolowany przez tunele transportowe. Tunele odgrywają znaczącą rolę w 

transporcie biomolekuł, które są kluczowe dla procesów takich jak kataliza i transdukcja 

sygnału. Ze względu na dynamiczny charakter tych tuneli i enzymów, odpowiednią metodą do 

ich badania są symulacje dynamiki molekularnej (MD), znane również jako mikroskopia 

obliczeniowa. Klasyczne symulacje MD (ang – classical molecular dynamics - cMD) cechuje 

ograniczona możliwość próbkowania rzadkich zdarzeń, takich jak przejściowe otwarcia tuneli, 

ograniczając naszą zdolność do pełnego zbadania tych ścieżek. W moich badaniach 

doktoranckich skupiłam się na opracowaniu zaawansowanych metod, które adresują 

ograniczenia próbkowania cMD w celu zbadania stałych i rzadko występujących tuneli 

przejściowych w enzymach. Praca doktorska składa się z trzech kluczowych sekcji. W 

pierwszej części omówiłam rozwój własnego narzędzia, TransportTools, które może 

obsługiwać ogromne zbiory danych generowane przez symulacje sieci tuneli, umożliwiając 

wydajną analizę i ujednolicenie danych sieci tuneli z szerokiej gamy enzymów i różnych metod 

symulacji. W drugiej sekcji wykorzystałam Gaussowsko przyspieszoną MD (ang. Gaussian 

accelerated molecular dynamics - GaMD) do zbadania dynamicznego otwierania tuneli w 

modelowym enzymie dehalogenazie haloalkanowej LinB. Praca ta wykazała zdolność metody 

GaMD do uchwycenia rzadkiej dynamiki tuneli, której cMD nie jest w stanie uchwycić, 

zapewniając nowy wgląd w transport ligandów i funkcjonalność enzymu. GaMD wykorzystuje 

potencjał wzmacniający (ang. boosting potential) do obniżenia bariery energii potencjalnej 

między stanami metastabilnymi enzymu i pomaga enzymom eksplorować rozległą przestrzeń 

konformacyjną. Przy użyciu GaMD obliczeniowo odkryłam nowy rzadki tunel, który 

umożliwiał transport wody i ligandów. Omówiłam mechanizm otwierania wspomnianego 

rzadkiego tunelu w LinB i jego mutantach. Na koniec oceniłam metody gruboziarniste (ang. 

coarse-grained - CG), używając modeli Martini i SIRAH, aby porównać ich skuteczność w 

badaniu sieci tuneli. Te metody CG wykazały cenne wyniki dla zbadania otwierania tuneli w 

długiej skali czasowej i rozróżnienia między tunelami przejściowymi i trwałymi. Metody CG 

oferują równowagę między zgrubną naturą a wydajnością obliczeniową. Do analizy 

porównawczej metod CG wykorzystałam modelowy system LinB wraz z 9 enzymami 

należących do klas EC 1-3, biorąc pod uwagę głęboko umiejscowione miejsca aktywne i 

zróżnicowaną sieć tuneli. Podsumowując, moja rozprawa przyczynia się do rozwoju technik 

symulacyjnych w celu zrozumienia rzadkich zdarzeń tunelowych w białkach. Metody te 

otwierają nowe możliwości zrozumienia mechanizmów enzymatycznych, transportu ligandów 

majacych potencjał w odkrywaniu leków i inżynierii białek poprzez pokonanie ograniczeń 

cMD. 

 
 

 

Słowa kluczowe: Tunele, rozszerzone symulacje MD, symulacje gruboziarniste, bramki, 

enzymy 
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Abstract 
 

Enzymes are one of the nature’s strongest biological catalysts. Almost ~50-60%  of the enzymes 

have buried active site and functional mechanism in these enzymes are controlled by transport 

tunnels. Tunnels play significant role for the transport of biomolecules, which are crucial for 

processes such as catalysis and signal transduction. Due to dynamic nature of these tunnels and 

enzymes, the method of choice to study them is molecular dynamics (MD) simulations, also 

known as computational microscopy. Classical MD (cMD) simulations struggle to sample rare 

events like transient tunnel openings, limiting our ability to fully explore these pathways. In 

my Ph.D. research, I have focused on developing advanced methods that address the sampling 

limitations of cMD to explore permanent and rare transient tunnels in enzymes. The thesis 

consists of three key sections. In the first section, I have discussed about the development of 

an in-house tool, TransportTools, that can handle the massive datasets generated by tunnel 

network simulations, enabling efficient analysis and unification of tunnel network data from 

wide array of enzymes and different simulation methods. Second section, I have used Gaussian 

accelerated MD (GaMD) to investigate the dynamic opening of tunnels in the model enzyme 

haloalkane dehalogenase LinB. This work demonstrated the ability of GaMD method to capture 

the rare tunnel dynamics that cMD is not able to capture, providing new insights into ligand 

transport and enzyme functionality. GaMD uses boost potential to lower the potential energy 

barrier between metastable states of the enzyme and help enzymes to explore vast 

conformational space. With the use of GaMD, I discovered novel rare tunnel computationally, 

that was also effective in transporting water and ligands. I have discussed about the opening 

mechanism of this rare tunnel in LinB and its mutants. Lastly, I evaluated coarse-grained (CG) 

methods, using Martini and SIRAH, to benchmark their effectiveness in studying tunnel 

networks. These CG methods showed valuable results for capturing long-timescale tunnel 

opening and distinguish between transient and permanent tunnels. The CG methods offers a 

strong balance between coarse nature and computational efficiency. For benchmarking CG 

methods, I have used model system LinB along with 9 enzymes from EC class 1-3, considering 

buried active site and diverse tunnel network. Overall, my thesis contributes to the aspects of 

advancing simulation techniques for understanding rare tunnel events in proteins. These 

methods opens new possibilities for understanding enzyme mechanisms, ligand transport with 

potential in drug discovery and protein engineering by overcoming the limitations of cMD. 

 

Keywords : Tunnels, enhanced MD simulations, coarse grained simulations, gates, enzymes 



10 

 

Abbreviations 

 

ABF  Adaptive Biasing Force  

aMD  Accelerated Molecular Dynamics 

BE  2-bromoethanol  

Br–   bromide ion 

CG-MD Coarse Grained Molecular Dynamics 

cMD   Classical Molecular Dynamics 

Cryo-EM Cryogenic Electron Microscopy 

CV  Collective Variables 

DBE  1,2-dibromoethane   

EC  Enzyme Commission 

Elastic  Elastic Network Models   

GaMD   Gaussian accelerated Molecular Dynamics 

Go̅   Go̅Martini3 

LiGaMD Ligand Gaussian accelerated MD 

MD   Molecular Dynamics 

NADP  Nicotinamide Adenine Dinucleotide Phosphate 

NMR  Nuclear Magnetic Resonance 

PC1  Principal Component 1 

PC2  Principal Component 2 

PCA  Principal Component Analysis 

RAMD Random Accelerated Molecular Dynamics 

RMSD  Root Mean Square Deviation 

RMSF  Root Mean Square Fluctuation 

SIRAH Southamerican Initiative for a Rapid and Accurate Hamiltonian 

ST  Side Tunnel 

TT  Transport Tools 

VMD  Visual Molecular Dynamics 
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Objectives of the thesis 

1. Co-developing of methodology to efficiently calculate transport tunnels and to 

perform their quantitative comparisons. 

2. Evaluating usage of accelerated simulation methods for exploring rare tunnels;  use 

the developed methods to provide a comprehensive description of transport 

mechanisms in dehalogenases. 

3. Benchmarking coarse-grained methods for their ability to capture intricate details 

of transport tunnels in enzymes. 
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Introduction to structural and functional significance of 

rare enzymatic tunnels 
 

Enzymes are biological catalysts, that carry out essential biochemical reactions in nature 

and have been long standing subject of scientific inquiry. These complex proteins carry out the 

conversion of substrate to product with remarkable efficiency and efficacy. Due to huge 

diversity of enzymatic structural and functional mechanism, it is not easy to understand them 

fully. Many enzymes have their active sites deep within their structural cores1,2, making it 

necessary to the existence of intricate pathways or tunnels2–6 through which these molecules 

must travel. The journey of these substrates, solvents, and products to and from these active 

sites is often less straightforward than it appears. These tunnels are mainly dynamic in nature 

and can adapt and change in response to various environmental factors, result in influencing 

enzymatic activity, specificity and stability 7. 

 

 Protein tunnels are very important for managing the entry of ligands to the active site 

of enzyme, ensuring that only correct molecules pass through. They are also quite widespread 

appearing in ~50% of enzymes from all Enzyme Commission (EC) classes8. This selective 

control provided by tunnels is key to preserve enzyme efficiency by avoiding formation of 

nonproductive complexes that could affect negatively to the enzyme’s function7,9,10. 

Additionally, these tunnels act as a protective barrier, preventing potentially harmful 

compounds from reaching the active site, which is crucial for enzymes like metalloenzymes11, 

where these tunnels help preventing the complete inactivation of the catalyst. Furthermore, 

these tunnels enable the precise coordination of reactions involving multiple substrates or 

cofactors, also regulate the sequence of multistep reactions, and create a suitable environment 

for reactions that require an absence of water or vice-versa. These functions are important to 

maintain homeostasis in a living cell, where thousands of protein-ligand interaction 

simultaneously7,10,12. 

 

 The dynamic nature of tunnels within enzymes is crucial in understanding the structure-

function relationship of these biological catalysts. Gates are present in tunnels, which are 

defined as dynamic element such as residues, loops, secondary structure or domain within 

tunnel and can access open and closed states of the protein7,10,13. Gates considerably effect the 

movement of molecules through tunnels. Because of presence of gates, the tunnels are transient 

in nature means, tunnel might appear for short time and then due to movement of gate it closes 
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again (Figure 1)7. These transient tunnels are rarely opening and mostly hidden from 

experimental methods.7,10 

 

 

Figure 1. Representation of gates and tunnel geometry. A) Tunnel in yellow color, and box 

showing narrowest part of tunnel governed by gates (TRP and LEU) and B) shows change in 

tunnel geometry due to movement of gates and more opening of bottleneck part. The surface 

representation in sky blue color shows the protein. 

 

 Experimental methods such as X-ray crystallography7, cryo-EM14, and NMR 

spectroscopy15 can be used to generate single snapshot of the protein, hence it is difficult to 

analyze tunnels in them. Nowadays, due to advancement of these experimental methods, there 

is increase in availability of multiple 3D protein structures. Computational tools such as 

AlphaFold16, gained popularity to predict protein structure but still it is difficult to get multiple 

snapshot of the protein structure from these methods that is enough to study transient tunnels.  

 

To study tunnel dynamics, classical MD (cMD) simulations are often employed, though 

they struggle with limitations12,17,18. The main one is related to sampling as cMD is often limited 

to capture tens of microsecond, which is not enough to capture higher timescale structural 

change in proteins. cMD often get stuck in certain minima of the energy surface, hence again 

limit its efficiency to capture wide conformational space12,17,18. Recently, there has been a lot 

advancement in the field of MD, different enhanced sampling methods have emerged, that are 

able to overcome sampling limitations of cMD. We can analyse structural changes and 
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movement of side-chains that the proteins undergoes over time and can get insight into how 

tunnel dynamics changes overtime. This knowledge not only enhances our understanding of 

enzyme tunnel function but also opens up new ways, where targeting or modifying tunnels can 

lead to the development of novel drugs10. Biased enhanced sampling methods such as adaptive 

biasing force (ABF)19, umbrella sampling20 and metadynamics21 are able to overcome 

limitation of cMD and capture molecule transport through tunnels effectively. The main 

limitation for these methods is definition of collective variable (CVs), that require knowledge 

of the system, knowledge of tunnels, etc. The definition of CV for effective capturing of 

tunnels, is hence not straightforward and easy19,22–26. Apart from the methods mentioned here, 

there are computational methods for selective study of ligand movement and does not need 

defining of tunnel such as Random Accelerated MD (RAMD)27,28, Ligand Gaussian accelerated 

MD (LiGaMD)29,30. From these methods the permanent tunnels might be captured, but the 

transient tunnels are rather difficult to capture31–35. From these perspective, accelerated MD 

(aMD)36 and GaMD37,38 are useful for characterization of tunnels as they do not require to 

define any CVs. Out of the two, GaMD gives more opportunity to reconstruct the original free 

energy landscape from their applied boost potential. During my PhD studies, I have studied 

how GaMD can overcome sampling limitation of cMD and increase the sampling of rare 

tunnels without definition of CV. Also, I have come across many cases when GaMD is not 

applied in full potential on proteins due to boost potential related instability. I have ran multiple 

tests to find the perfect boost potential for my system before exploration of tunnels (I have 

discussed more about it in summary).  

 

However, studying these tunnels computationally requires specialized geometry-based 

tools like CAVER3.04 and MOLE 2.539, as static structures do not account for protein 

conformational changes. CAVER3.0 is written in java and have three steps procedure. First, the 

tool detect tunnels or pathways in every snapshot of MD simulation. Second stage clusters the 

tunnels and finally in third stage it calculates and generates the output results. CAVER uses 

Voronoi diagram40 that consider atoms of the protein and it divide regions in protein as internal 

and external space. The starting point is user defined and typically active site of the enzyme. 

The software then identify possible pathways by tracing the movement of small probe (0.7 – 

0.9 nm) along the edges of the Voronoi diagram40. For each detected tunnels, CAVER calculates 

various properties such as bottleneck radius (narrowest part of the tunnel), length and curvature. 

Finally, the software clusters tunnels based on similar properties, called tunnel cluster. Each 
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cluster’s average length and bottleneck radius is generated by the tool. Also CAVER generated 

3D visualization, which is very useful to visualize tunnels using tools like PyMOL41 or VMD42.   

 

Another way to overcome the limitations of cMD is by reducing the atomic definitions, 

such as coarse graining methods43, where the atoms are represented by coarse grained beads 

(Figure 2A). By reducing the atomic definition, the time step can be increased by 10-20 folds 

(20 – 40 fs timestep)43–45, hence rapidly decreasing the computational time required to run the 

simulations (Figure  2B). Running coarse grained MD (CG-MD)44 does not require definition 

of CV as well. The main concern here is stability of CG model and capture of details using 

coarser model. During my doctoral studies, I have also tested if CG-MD is effective in 

capturing tunnels (I have discussed more about it in summary). 

 

 As a model system in my research , I have used haloalkane dehalogenase LinB along 

with its mutants for understanding the tunnel mechanism. They belong to α/β-hydrolase fold 

superfamily and have catalytic pentad (a nucleophile, a catalytic acid, a base and two halide 

stabilizing residues) for their reaction mechanisms46. Transport mechanisms in dehalogenases 

play a critical role in influencing the complex kinetic behaviors observed in these enzymes. 

Haloalkane dehalogenase plays important role in the biodegradation of halogenated 

compounds34, these are found usually in environmental pollutants due to their use in 

agriculture, industrial waste and synthetic chemical production. These enzymes catalyse 

carbon-halogen bonds in alkanes, and convert them to alcohol, halide ions and protons. This 

reaction is significant for the detoxification of harmful halogenated organic compounds. 

Dehalogenases often exhibit very complex kinetic patterns due to the involvement of multiple 

transport tunnels for substrates, intermediates, and products34,47. Here the enzyme have specific 

selectivity towards particular tunnel for transport of substrate and different tunnel for release 

of products.  
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Figure 2. Coarse grained representations. A) All atom and coarse grained representation of amino 

acid Tryptophan showing difference between number of atoms in all-atom (27 atoms) and number of 

beads in CG (8 beads) and B) shows high timestep that can be used for CG-MD in respective to cMD 

simulations.  

 

 For LinB as well, one key factor contributing to these complex kinetics is the presence 

of gates on the tunnels within this enzyme structure31. The conformational changes associated 

with these movement of gates can create multiple kinetic phases, as the enzyme shifts between 

different conformational states that either can facilitate or obstacle the molecular movement 

through tunnels47. Moreover, the interaction of dehalogenases with cofactors or ligands can 

also impact the transport mechanisms, altering the enzyme's kinetic behavior31,46. The binding 

and release of these additional components may introduce additional steps in the catalytic cycle, 

contributing to the overall complexity33,48. Tunnel network can be seen in (Figure 3) showing 

known tunnels (p1, p2, and p3) in LinB-Wt and it’s two mutant, LinB-Closed and LinB-Open. 

From de novo tunnel engineering work31, we can gain understanding about the basic 

functionality of tunnel in LinB and its variants. In LinB-Wt, the p1 acts as main tunnel and p2 
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as auxiliary. In LinB-Closed, due to tunnel engineering (L177W) at the mouth of p1 tunnel,  

this tunnel become less prevalent, but still acts as main tunnel. Further tunnel engineering 

(W140A, F143L, and I211L) to open the p3 tunnel in LinB-Open,  makes transient tunnel p3 

similarly relevant as p2 tunnel in LinB-Open mutant. Additionally, to benchmark CG methods 

for tunnel study, I have used multiple enzymes from EC class 1, 2 and 3 (discussed in detail in 

summary). 

 

Figure 3. Tunnels in LinB enzyme variant and mutational information for LinB mutants. The main 

tunnel p1 along with transient tunnels p2 and p3. The mutation at p1 tunnel mouth and p3 tunnel mouth 

are  highlighted. 

 

I have discussed summary and main findings during my dissertation preparation in the 

next three sections, followed by conclusion and future plans. Publications 1-3 contains details 

for the publications, at the end of the thesis sections. 
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Summary of the doctoral research 

 

Quantitatively comparing huge dataset of tunnel networks  

 
By handling a  huge dataset of tunnel network from the enzyme calculations, we realized 

the requirement of tool that can process much massive data and can unify tunnel network for 

easy comparison. Colleagues from Laboratory of Biomolecular Interaction and Transport, 

collectively developed TransportTools (TT) software49, that unifies the tunnel networks derived 

by CAVER50 from many different MD simulations and enriches them with data on ligand 

tracing provided by AQUADUCT51 (Figure 4). I have contributed to the development of TT by 

utilizing the tool for comparing LinB-Wt and mutants, providing critical ideas required for the 

development of the tool and performed its testing. I have performed short cMD simulations 

(totaling 300 ns) of LinB-Wt along with its mutant to represent use-case example. Finally, the 

tunnels were unified and tested using comparative analysis between LinB-Wt and mutants. The 

results of the analysis shows that TT superclusters were able capture and differentiate between 

main and auxiliary tunnels (Supplementary file 7 - use case 2 of publication 1). Combining 

the information of the number of frames that the tunnel occurred, and observed water transport 

events through them, was possible only thanks to TT’s unification, which cumulatively can 

provide insights into significance of the particular tunnel. From the study, I found the effect of 

mutation at p3 tunnel in  LinB-Open, which can be seen by analyzing number of frames, priority 

and bottleneck residues as an output of TT. Similarly, effect of mutation at the mouth of p1 

tunnel that has been closed by mutation L176W can be seen in LinB-Closed. 

 

 From the package, the user can get a complete picture of not only permanent and 

transient pathways but also transport of waters through them, which is important to determine 

priority of the tunnel. TT users, can perform high-throughput simulations by leveraging state-

of-the-art algorithms. It generates detailed in-depth picture into the dynamic movement of 

tunnels as well as interactions between protein and their ligands. The tool is quite versatile and 

suitable for wide range of studies from membrane transport studies to enzyme catalysis, 

providing useful information that are required to understand tunnels and biological functions. 

The interesting feature, is its capability of quantitatively comparing the tunnels using 

comparative analysis. It’s important for my doctoral research work to understand the difference 

between tunnels in different LinB variants as well as to probe for discrepancies in tunnels 

description when using different simulation methods. The full description of TT can be found 
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in (publication 1). It was very efficient for comparing the data on tunnels from GaMD and 

CG-MD simulations and comparing with tunnels from cMD simulations, which identified 

critical aspects of difference exists between them. In general, I have used TT for comparison 

of tunnel network between different variants of the protein captured through different methods. 

 

 

Figure 4. Summary Workflow of Transport Tools. CAVER provided tunnel geometry details, while 

AQUA-DUCT tracked molecule movement. This combined approach mapped transport events, 

identifying the pathways used for entry and exit through individual tunnels or shared routes. The frames 

of the structure comes from multiple simulations. 

 

 Now, having a powerful tool to study tunnels, I moved on to address the limitations of 

cMD for sampling rare tunnels.  
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Gaussian accelerated MD simulations for Rare Tunnel exploration 

 
 Rare tunnels in enzymes are the main focus of my Doctoral research. As I mentioned in 

the introduction part, in-order to study rare tunnel, it is important to consider dynamic nature 

of the protein and dynamic nature of the tunnels. Proteins very often face great energy barriers 

between their metastable states and require long sampling times in order to achieve these rare 

structural changes like rare opening of tunnel18, hence cMD is not powerful enough. 

GaMD37 provides a promising solution by enhancing sampling without explicitly defined CVs. 

GaMD also allows the reconstruction of the original free energy profiles by accurate 

reweighting procedure, which adjusts the configurations based on boost applied. The 

reweighting factor considers the probability of a state in boosted potential relative to original 

potential. While GaMD has been explored in ligand migration studies, its capability to study 

tunnel networks in the absence of ligands is not yet well explored. In this publication, I explored 

the tunnel network using GaMD.52 

 

 GaMD considers proteins potential energy and calculates harmonic boost potential, 

which is being adaptively added to proteins potential energy surface. GaMD also provides 

parameters to adjust the power of boost potential. There are two module available within 

GaMD, single boost and dual boost37. For single boost option, the boost potential is added to 

only the total potential energy or only dihedral potential of the protein. Whereas in dual boost, 

both potential energy and dihedral boost can be applied and it provides highest acceleration37. 

The boost energy is strongest in the low energy regions, where the protein tend to get stuck. 

This approach helps the protein to escape these low energy wells and visit high energy states 

more frequently. This facilitate visiting conformational changes that are rather rare. 

 

This study investigates the efficiency of using the GaMD method to explore the tunnel 

networks in model system haloalkane dehalogenase LinB. LinB has a flexible cap and a stable 

core domain encompassing three so far known-tunnels, one permanent and two auxiliary31. By 

focusing on three variants of LinB, namely LinB-Wt, LinB-Closed, and LinB-Open, this study 

evaluates the capability of GaMD to capture tunnel dynamics and further compares the 

performance of GaMD to cMD simulations. To get extensive simulation data to study these 

processes, I have performed 5 x 5 μs replicas of cMD for LinB-Wt, LinB-Closed and LinB-

Open and 5 x 5 μs replicas of same set using GaMD, totaling 150 μs of simulation data. To get 
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diverse starting structure for these simulations, clustering analysis was performed using 

cpptraj53 module, on short starting simulation of 200 ns to obtain five diverse clusters. I have 

performed numerous testing of different combinations of boost potentials to obtain the final 

boost used for LinB variants, i.e., σ0P = 1.3 (total potential) and σ0D = 2.5 (dihedral potential). 

Here, I was able to get the maximum boost for dihedral potential resulting in k0D of 1.0, but 

for the total potential energy, I was able to reach only k0P of 0.09. The low values of total 

potential boost can be due to more flexible regions in LinB. The flexible cap domain makes the 

enzyme quite sensitive to boost potentials. Even though I could not reach full potential of 

GaMD, which is rather difficult and tricky to set for protein systems. But, the obtained results 

were rather good considering the rare sample space. 

 

 Our systems were relatively stable showing Root Mean Square Deviation (RMSD) 

below ∼2.5 Å, which shows that there is nothing wrong with the GaMD simulations. As for 

comparison, cMD simulations also remained below ∼2.5 Å. I did observed some boost 

potential effect on the catalytic pentad residue His272 and Glu132, but still the RMSD 

remained between 2.0 - 2.5 Å, indicating the catalytic system to be preserved during GaMD 

simulations. From the Root Mean Square Fluctuation (RMSF) plot, I noticed large fluctuation 

of cap domain of LinB and also tunnel network in that region. The tunnel networks were 

calculated using CAVER 3.0 and to handle huge dataset of tunnel network from cMD and 

GaMD, I have used out in-house tool TT, which was very effective for unification of tunnels 

from cMD and GaMD, required for comparison between them. Excitingly, I have discovered a 

novel tunnel here using GaMD that opens rarely and still can be seen scarcely in cMD proving 

it is not artifact52. It was possible due to improved sampling space in GaMD simulation. I named 

the tunnel as side tunnel (ST), as it opens at the side helix region. This tunnel was not known 

until now for LinB. Along with ST, I also focused on previously known auxillary tunnel p3. In 

LinB-Open mutant, p3 was de novo engineered, hence the opening of p3 is highest in LinB-

Open mutant out of all LinB variants. Through cMD, p3 was studied in LinB-Wt and mutants. 

Comparing the percentage of p3 opening in LinB-Wt and its mutant through GaMD, I observed 

higher sampling of this transient tunnel for GaMD in comparison to cMD. Also, GaMD retain 

the trends between mutant tunnel occurrences, proving its efficiency for tunnel study 

(publication 2).  

 

More interesting part for me was to study the functional relevance of newly discovered 

ST. for that I have considered pocket residues at the mouth of ST, as these are the first contact 
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residues with ligand and can significantly influence transport through the tunnel. At this time, 

I came across experimental study by Raczyńska et al. 54 focusing on transient binding sites on 

enzyme surface, as potential protein engineering sites. Interestingly their study was on LinB-

Wt and they found mouth of ST at the surface as highest importance. They showed 

experimentally, ST mouth pocket to bind drug 1-chlorohexane. Further they experimentally, 

mutated residue at ST mouth pocket A189F, which significantly increased the enzyme activity 

by 21.4% for 1-chlorohexane and 26.2% for 1-bromocyclohexane54. This highlights the 

importance of ST mouth pocket. Of course, the ligands needs to travel from the surface of the 

LinB to the active site for enzyme catalysis, that it travel through newly discovered ST which 

connects ST mouth pocket and active site. To test the significance of ST mouth pocket, I 

considered several cryptic pocket tools such as PASSer 2.055, FTMove56 and DeepSite57. From 

the results, I observed ST mouth pocket is one of the major ligand binding pocket from all of 

the tools, suggesting its importance and also potential allosteric connection between active site 

pocket and ST mouth pocket. 

  

 For understanding functional viability of biomolecule transport in ST, I probed the ST 

along with primary p1 tunnel and auxiliary p3 tunnel. For this, I have used a ligand transport 

tool called CaverDock58, which have been quite successful for studying ligand transport rates, 

predicting unbinding rates. The tool calculates energy barrier profiles of ligand transport for 

every snapshot of simulation that contain the tunnel of interest. So, how does CaverDock 

works?  

CaverDock simulates dynamic movement of ligand efficiently through tunnel58. It starts 

with considering the input receptor or protein structure, 3-D ligand structure and tunnel of 

interest that can be obtained using CAVER 3.0. It divides the tunnel of interest into series of 

segments and each segment perform iterative docking of the ligand, ensuring ligand maintains 

reasonable orientation and avoid steric clashes along the path. The docking algorithm is 

customized version of AutoDock Vina59, which is well known for molecular docking. Unlike 

conventional docking where the tool usually finds best binding pose at static structure, 

CaverDock docks the ligand along the tunnel. During docking process, it calculates interaction 

energy profile, which identifies energy barriers or resistance points. As an output of this tool, 

we can get energy profile of the ligand along the path, ligand trajectory that can be visualized 

to study tunnel dynamics and potential binding points through binding free energies.  
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 To understand transport through ST, I performed docking calculations using CaverDock 

on the ensemble of top 100 conformations of tunnels with highest throughput using GaMD 

trajectories. I have considered four molecules, 2-bromoethanol (be), 1,2-dibromoethane (dbe), 

bromide ion (Br–), and water (H2O). These molecules are required for catalytic cycle of LinB. 

The transport efficiency was compared between ST , p3 and p1. From the results, I observed 

all four molecules were able to transport successfully through ST, at level similar for auxillary 

known tunnel p3. Further, it transports H2O with lowest energy barrier (<5 kcal/mol). This 

further strengthen the significance of ST equivalent to p3  (publication 2).  After studying the 

significant relevance of ST in LinB-Wt, I wanted to study the opening mechanism of ST. Only 

because of GaMD, I was able to capture enough sample space for studying the mechanism of 

opening. For this, distance based Principal component analysis (PCA)60 was performed along 

with Hydrogen bond (H-bond) analysis. PCA is a strong tool to determine overall dynamic 

pattern of a system61. It reduces the number of variables in a dataset and highlights the greatest 

variance along the coordinates. For this study, I have considered the distance between residues 

of side-helix region that shows highest fluctuation from RMSF with catalytic residue His272. 

The first two  principal components captured  at least 80% variance suggesting that they are 

enough to understand the system. From PCA plots, I observed two different states in case of 

LinB-Wt in GaMD in comparison to cMD, shows higher sampling achieved by GaMD, The 

states mostly confer to the movement of side helix in LinB-Wt and its mutants (publication 2). 

Still it was not enough to understand how it is happening and what the difference is between 

LinB-Wt ST opening as compared to mutants. 

 

 Further I performed distance analysis between the side helix residue L176 and D146, 

along with movement of helix in LinB-Wt comparing with ST opening. The analysis was 

performed for all 25000 frames (5 replicates) obtained through the GaMD simulations, 

capturing movement of helix and opening of ST simultaneously. Here, I found the movement 

of side helix is accompanied by the opening of ST in LinB-Wt, depicting the mechanism of 

opening (Figure 5A). The residue L176 is mutated for LinB-Closed and LinB-Open mutant, 

forming H-bond with D146, making it more difficult for ST opening in mutants. For mutants, 

I performed H-bond analysis and distance analysis for movement of helix simultaneously with 

ST opening. It shows for mutant, there should be breakage of H-bond, that facilitates movement 

of side helix and opening of ST (Figure 5B). Hence for mutants, it is energetically less favorable 

and rarer to see ST through GaMD simulations. Overall, GaMD improved the sampling space 

for rare ST and provided more insight for the mechanism of opening. 
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Figure 5. Mechanism of ST opening in LinB-Wt and LinB mutants. A) In LinB-Wt, the requirement 

for opening of ST is movement of side helix away from the protein core and B) In LinB-mutants, due 

to mutation of L176W, it forms H-bond with D146. For opening of ST in mutant, the breakage of this 

H-bond facilitates movement of side helix. 

 

 From this study, I found the capabilities of GaMD simulations to capture rare opening 

of transient tunnels. GaMD proves important to tunnel investigation and overcoming sampling 

limitation of cMD. Further, it opens up new possibilities for efficient sampling of rare tunnels 

in enzymes that can become druggable site, in addition to active sites. 
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Coarse Grained methods to study Tunnels 

 

 Finally, The last part of my Doctoral work was to understand if CG methods can be 

effective and accurate enough for study of tunnel network in enzymes. As CG is very effective 

in overcoming the sampling limitation of cMD by reducing the complexity of atomic definition 

by CG beads43,44. This reduction in complexity allows CG methods to explore larger systems 

and capture long-timescale processes, such as protein folding, conformational changes, and 

protein-protein interactions, that are often inaccessible to all-atom simulations62. Also due to 

reduction in complexity, CG methods can be run using time step of ~20-40 fs, which is 10-20 

times faster than cMD44,45. I have also received a competitive national grant, PRELUDIUM-

22 for carrying out this work in collaboration of Prof. Siewert J Marrink from University of 

Groningen, The Netherlands and  Dr. Adolfo Poma from IPPT-PAN, Warsaw, Poland. The main 

challenge for this project was ability of CG models to distinguish important amino acids 

differences that make up tunnel lining residues in rare tunnels between variants. 

 

 Now a days, there are many famous CG methods like the famous Martini63 and SIRAH 

force-fields64, that have been developed and validated across numerous protein systems, for 

understanding conformational dynamics, protein folding pathways, and intermolecular 

interactions45. These methods, effectively balance the compromise between resolution and 

efficiency, allowing to ask questions without compromising on computational resources that 

are required for cMD. As a result, CG-MD have become indispensable in the study of protein 

mechanism62,64,65. In publication 2, I have discussed how reducing the energy barrier between 

the metastable states of the enzyme can be effective way to capture rare transport tunnels in 

enzymes. Here, I will discuss how effective it is to reduce atomic complexity to study tunnel 

dynamic (publication 3).  

 

For this study, I have considered CG methods SIRAH and Martini for studying tunnel. 

Martini 3.0 uses a 2-4 atoms to describe the CG bead mapping. Martini 3.0, captures the 

chemical essence of all atom structures, with residue level coarse graining and it have shown 

to align well experimental methods. New Martini 3.0, also have introduced new dedicated 

water beads that improves water properties and prevent freezing62. For stabilizing the structure 

under Martini 3.0, Elastic Network Models (Elastic)66 and Go̅Martini3 (Go̅)67  can be used. 

Martini have been shown to work well with protein-ligand binding predictions but it still lacks 

high chemical specificity for the interaction between ligand and protein62. Although, for my 
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study I am not considering ligands, but there are still presence of co-factors, that need to be in 

coarse nature. In this study, I have used both of these structure-bias method Elastic and Go̅ 

model, to keep the secondary and tertiary structure of the proteins stable. SIRAH, is another 

alternative CG force field, that maps the atomic position of all-atom model to CG beads64. 

Although, SIRAH faces limitation to generalize across all amino acids. SIRAH use its own 

water, that is shown to match experimental condition68. SIRAH does not use any structural bias 

restraint to keep the structure stable and hence faces difficulty for stabilizing big systems64. 

SIRAH have been shown to work well with protein-peptide interactions but still it faces 

struggle in modeling conformational changes64.  

 

 The restraints applied are different between Elastic model and Go̅ model. Elastic model 

uses harmonic potential or springs between protein backbone and the strength of the model is 

pretty strong to keep the model stable. It also faces with limitation for making the system 

overstable or “sticky” hindering dynamic conformational changes66,67. Elastic is applied 

typically distance 0.5 – 0.9 nm. Whereas Go̅ model uses contact map to apply modified LJ 

potentials. Go̅ model does not over-stabilize the system and retain some of its native 

flexibility67. For this study, I have used Elastic network with bond force constant 

700 kJ.mol-1.nm-2, and the default value of upper and lower elastic bond cutoff of 0.5 and 

0.9 nm. For Go̅ model, distance cutoff were kept as 0.3-1.1 nm and Gō potentials were kept 

9.414 kJ/mol. In our system, I have observed Go̅ model to have ~50% less number of restraints, 

again keeping the model flexible enough to explore conformational changes. 

 

 For this work, I have considered Haloalkane Dehalogenase as model system as I already 

have the cMD simulation of LinB-Wt and the mutants. I have performed 5 x 5 μs replicas for 

Elastic and Go̅ model along with 5 x 5 μs replicas for SIRAH, totaling 300 μs of simulations. 

The simulations of Martini were performed using GROMACS69 simulation engine and for 

SIRAH and cMD, I have used AMBER70 simulation engine. For, SIRAH as it does not have 

any structural bias to keep the model stable, I developed in-house restraint protocol to keep my 

CG model stable. I have used dihedral angles restraints on residues in α-helices (4 kcal/mol/Å2) 

and distance restraints on residues in β-sheets (20 kcal /mol/Å2) to strengthen the backbone 

hydrogen bonds in between the strands (Figure 6). I observed significant improvement after 

applying the restraints on SIRAH models (publication 3). 
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Figure 6. Effect of new restraint protocol in SIRAH. A) shows RMSD of LinB CG model using 

SIRAH and secondary structure elements without the restraints and B) shows stability of the model after 

using the restraint protocol and reduction of secondary structure loss. 

 

 Additionally, I have also benchmarked the CG methods by testing with three EC classes 

of enzymes. I have considered three proteins from each EC class, already capturing huge 

structural and functional diversity for the tunnel network exploration across the enzyme family. 

From EC1, I have considered three enzymes with buried active site, nitric oxide reductase that 

have a  HEME cofactor (pdb id: 1jfb; all-alpha), anthocyanidin synthase (pdb id: 1gp4; all-

beta), and delta(4)-3-ketosteroid 5-beta-reductase that have NADP cofactor (pdb id: 3bur; 

alpha/beta). From EC2, I have considered, arginine kinase (pdb id: 1m15; all-alpha), Bacillus 

subtilis levansucrase (pdb id: 1oyg; all-beta), and human cholesterol sulfotransferase 

SULT2B1b (pdb id: 1q20; alpha/beta) and Finally from EC3, I have analyzed 

phosphodiesterase 10 (pdb id: 2oup; all-alpha), Salmonella typhimurium LT2 neuraminidase 

(pdb id: 1dim; all-beta), and bacterial lipase (pdb id: 1cvl; alpha/beta). Structurally these 

proteins are shown in (Figure 7). 
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Figure 7. Enzymes from EC1-3 class captured through Go̅Martini3 CG model, showing 

structural and functional diversity of EC classes enzymes used for the study. The tunnels 

shown here are the representative of the average length and bottleneck radius, that occur at least 

in 10% of simulation frames.  

 

I have performed 2μs single replica for these 9 enzymes, separately for each of these 

proteins captured through three methods. The Tunnels were calculated using CAVER and using 

divide-and-conquer71 approach with updated CG bead size62,64. Again, The methods of choice 

to handle this huge dataset of Tunnel network was TT for unification and comparison between 

cMD and CG-MD. As of results, I found satisfactory performance of Elastic, Go̅  and SIRAH 

for identifying functional known and transient tunnels72. I observed many additional transient 

tunnels captured through CG method, that have little or no comparable counterparts from cMD, 

observed likely due to sampling enhancement. Although some of the tunnels might be false 

positive, but this rarely affect the tunnel network analysis. Also, through Elastic model, the 

comparison between permanent and transient tunnels were not accurate, showcasing the 

limitation possibly due to overstabilization. Overall, all CG methods reflect similar bottleneck 

radius and length and Go̅ excelled in replicating detailed tunnel engineering effects in LinB 

enzyme between LinB-Wt and mutants. Go̅ offered faster simulations and exploring broader 

conformational space, making it ideal for studying large protein systems. The detailed analysis 

is provided in (publication 3). 
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Conclusions and future perspectives 
 

In conclusion, the thesis showcase significant insights into rare tunnel mechanisms in 

enzymes with buried active sites. Using advanced MD techniques such as GaMD along with 

CG-MD simulations, I have successfully captured varied tunnel network dynamic that were 

inaccessible through cMD simulations. GaMD proved effective in identifying rare tunnel 

opening, while CG methods provided faster alternative to study tunnel network dynamics for 

large protein systems or screening of tunnels in many proteins effectively. The thesis also shows 

development of powerful tool, TT, which is very effective for quantitative comparison between 

all the tunnels captured through GaMD and CG methods. 

 

Through in depth comparison of various CG methods, the work demonstrated that CG 

Go̅ model, in particular can replicate the intricate detail of mutational tunnel effect. This has 

been possible due to effective coarse graining of amino acids in Martini 3.0 and also application 

of  Go̅ model, that keep the model stable yet flexible enough to capture rare tunnels73. Despite 

its coarse nature, the method successfully captured both permanent p1, p2 and transient p3, ST 

tunnels. Furthermore, the important tunnel property such as the bottleneck radius and tunnel 

length were similar between CG Go̅ and cMD. CG methods can significantly accelerate 

simulations while accessing diverse conformational spaces, making them promising tools for 

studying complex biological systems. 

 

This work help us advancing our understanding for enzyme tunnel networks. For future 

studied I would like to devise methodology that can improve detection of false tunnels from 

CG methods. Also, it would be interesting to study ligand transport simulations using CG 

methods, although to get the ligand structure is bit complicate but growing ligand library using 

Martini seems promising. This can be an natural extension for the study.  
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“What I cannot create, I do not understand.” 

– Richard Feynman 

 


