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Introduction 

This PhD dissertation was created in equal measure out of curiosity and necessity. The 

curiosity started when, as a first-year student of English Philology at the AMU Faculty of 

English, I was fascinated by the ease with which my fellow students and I acquired ad-

vanced second-language (L2) vocabulary and grammar, relative to the difficulty of ac-

quiring near-nativelike L2 pronunciation. Like many other Polish students, our aspiration 

to sound English was matched only by our frustration of continuing to sound Polglish 

despite our best efforts (Waniek-Klimczak et al. 2015).  

The necessity arose when, as a PhD student, I found myself teaching the very same 

courses in (practical) English pronunciation and (theoretical) English phonetics and pho-

nology that I had taken a few years earlier. The practical course was based on the emerg-

ing best practices for explicit pronunciation instruction, such as consciousness-raising 

activities such as corrective feedback (e.g. Saito 2011), or articulatory warm-ups and 

sound symbolism (e.g. Wrembel 2011a). The theoretical course was based on the accom-

panying body of work on L2 metaphonological awareness training (e.g. Wrembel 2005; 

Wrembel 2007; Dziubalska-Kołaczyk et al. 2015; Kivistö-de Souza 2015), a more ad-

vanced form of training for developing a controlled awareness of language rules.  

While the practical course was reasonably effective, most learners found the the-

oretical course challenging. My students’ sentiments echoed those of other Polish stu-

dents of English Philology surveyed by Nowacka (2022). They found memorising pho-

netic and phonological rules difficult and boring, struggled to see the connection between 

theoretical concepts and practical pronunciation, and felt overwhelmed by the extensive 

amount of material. This is to be expected if a course in English phonetics and phonology 

is centred around acquiring declarative knowledge from a coursebook. Turning explicit 
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knowledge into automatised knowledge to enable spontaneous speech production re-

quires practice (Saito and Plonsky 2019). However, traditional course methods such as 

paper-based exercises in phonemic and phonetic transcription may not engage students 

in the type of sustained active learning required for developing applied skills (Chi and 

Wylie 2014). While it is evident that engaging students in metalinguistic training can 

enhance the effectiveness of pronunciation instruction (Kirkova-Naskova et al. 2021), 

finding effective strategies for the teaching of metalinguistic awareness remains a crucial 

challenge. 

The relative successes of the broad field of computer-assisted language learning 

(Chapelle and Sauro 2017)—especially regarding the teaching and learning of explicit 

grammatical knowledge via automated writing evaluation tools—turned my attention to 

the subfield of computer-assisted pronunciation teaching. While the field is not new (see 

e.g. Chun 1998; Pennington 1999), the democratisation of access to the Internet in the 

2000s brought a renewed interest and experimentation within the teaching and research 

community, resulting in novel applications of technologies such as spectrogram visuali-

saton software or automated speech recognition (see an overview in Fouz-González 

2015). These tools, however, were designed primarily for mainstream pronunciation in-

struction for beginner and intermediate learners rather than the type of niche metalinguis-

tic training required by advanced students. This eventually led me to prototype and pilot 

several innovative teaching aids for advanced students—both computer-assisted and 

not—some of which are presented in this dissertation. 

This work has three main parts. Part 1 provides and introduction to the area of 

study, including a literature review and a summary of knowledge gaps and research goals. 

Part 2 presents a selection of my publications addressing the research goals. The first two 

are empirical studies investigating novel methods for the teaching of metalinguistic 

awareness: a pilot of classroom board games for the teaching of English prosody and a 

pilot of an allophonic transcription study tool. The third publication is a theoretical ex-

ploration of the future of teaching and learning enabled by artificial intelligence. Finally, 

the Conclusion section summarises the insights from the publications and their limitations 

as well as presents future research directions, including upcoming publications that were 

not selected for this dissertation for a number of reasons, not least brevity. 
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Part 1: Background 

1.1. The evolving role of pronunciation in second language acquisition 

The role of pronunciation in instructed second language (L2) acquisition has been shaped 

by shifting methodologies and priorities over the centuries. For languages such as Eng-

lish, pronunciation teaching before the 1850s mainly involved learners mimicking teach-

ers and studying pronunciation from written texts, with no systematic pronunciation train-

ing (Baker 2018). The first wave of more organised pronunciation instruction (from the 

1850s to the 1880s) prioritised learning through imitation methods—such as oral repeti-

tion, reading aloud, and minimal pair drills—albeit still without substantial theoretical 

support (Murphy and Baker 2015). A significant metalinguistic training innovation of this 

era was a vowel numbering system to help learners distinguish vowel sounds (Bentley 

1849).  

The second wave (from the 1880s to the 1980s) saw a departure from imitative-

intuitive approaches towards analytic-linguistic methods. Pedagogies such as the direct 

method continued the tradition of imitation but incorporated accuracy drills (Wren 1912). 

Around the same time, the Reform Movement (e.g. Sweet 1899; Jespersen 1904) pro-

moted a more scientific approach to phonology by introducing the International Phonetic 

Alphabet (IPA). Later pedagogies of the early 20th century, such as the audiolingual 

method, focused on oral communication and explicit pronunciation correction aimed at 

achieving near-nativelikeness (see an overview in Busà 2008).  

The third major wave of pronunciation teaching (from the 1970s to the mid-1990s) 

was influenced by the early days of Communicative Language Teaching. This period was 

characterised by a shift from linguistic competence to communicative competence, re-

sulting in a decreased focus on pronunciation teaching (Levis and Sonsaat 2017). This 

also meant that fewer new teachers received adequate pronunciation training (Derwing 

and Munro 2005). Over time, the need to align all aspects of language use with the ulti-

mate goal of successful communication prompted a shift from nativelike correctness (na-

tiveness) towards listener-oriented communicative effectiveness (intelligibility) (Munro 

and Derwing 1995).  
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The language pedagogy of the 21st century settled on a balance between meaning-

focused instruction and form-focused instruction (Spada and Lightbown 2008). A re-

newed interest in L2 pronunciation teaching continued the focus on intelligibility over 

nativeness (Levis 2005; Derwing and Munro 2015) and was reinforced by an increasingly 

substantial body of evidence on the importance of pronunciation for communicative suc-

cess (e.g. Derwing et al. 1998; Derwing and Munro 2005; Saito 2021; Suzukida and Saito 

2022). In parallel, the proliferation of online resources and digital tools for pronunciation 

instruction (e.g. Sawala et al. 2009) lowered the entry barrier for teachers interested in 

introducing pronunciation instruction in their curricula. 

1.2. Focusing on nativelikeness in the era of intelligibility 

This PhD dissertation focuses on the acquisition of near-nativelike L2 pronunciation, de-

fined as the ability to produce segmentals (vowels and consonants) and suprasegmentals 

(e.g. word stress, intonation) with accuracy close to that of a monolingual native speaker 

(Saito 2018). Although the research community largely agrees that mainstream pronun-

ciation instruction should be grounded in intelligibility (Pennington 2021), some ad-

vanced adult learners may still want to strive for near-nativelikeness (usually interpreted 

as striving for the General British or General American pronunciation model) for personal 

or professional reasons (Pennington and Rogerson-Revell 2019). This is especially pre-

dominant in students enrolled in university-level English Philology programmes, mainly 

due to perceived attractiveness, cultural identity, or resulting confidence (Nowacka 2012; 

Buczek-Zawiła 2018; Lacabex and Roothooft 2023). Interestingly, later-stage students 

may exhibit more welcoming attitudes towards non-native speech (e.g. Waniek-Klimczak 

et al. 2015; Lintunen and Mäkilähde 2018). Moreover, many students understand that 

communicative success depends on a focus on fluency over accuracy (Waniek-Klimczak 

2011). They also appreciate the diversity of regional English varieties and non-native 

pronunciation (Krzysik and Lewandowska, 2017). That being said, there is clearly still a 

need to explore methods of facilitating the acquisition of near-nativelike L2 pronunciation 

for those learners who want it. 
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1.3. Factors affecting near-nativelike L2 pronunciation acquisition 

Acquiring a near-nativelike command of non-native language in adulthood presents nu-

merous challenges. First, as posited by the Revised Speech Learning Model (SLM-r) 

(Flege and Bohn 2021), even though adult L2 learners use the same implicit speech learn-

ing mechanism that is successfully used by infants and toddlers, it does not work as well 

for adults because they start with the baggage of their L1 phonetic categories. When learn-

ers first perceive L2 speech, a latent process of interlingual identification creates percep-

tual links between L2 and L1 sounds, leading learners to default to producing L1 sounds 

instead of L2 sounds. This is not an issue if the sounds are so similar that such a substi-

tution is unobtrusive. For other L2 sounds, however, learners need to form dedicated pho-

netic categories. This requires learners to process more tokens of sounds from a statistical 

distribution and subconsciously group them into auditorily-similar sets called equivalence 

classes, which in turn can be used for creating L2 phonetic categories used for the per-

ception and production of L2 sounds. However, the formation of L2 categories is likely 

to be obstructed by the L1 categories that already exist in the learner’s phonetic space. 

Specifically, the SLM-r predicts that the most difficult L2 categories to form are the ones 

that are somewhat similar—as opposed to very similar or very different—to existing L1 

categories. Part of the challenge is that adult learners do not receive the same quantity 

and quality of spoken input as young learners. Even migrant adult learners—who may 

benefit from a naturalistic setting, acculturation, and close relationships with native 

speakers, such as marriage—are unlikely to get enough input to break the L2-L1 percep-

tual links.  

This brings us to the second challenge, namely individual variability that affects 

pronunciation acquisition. Learner-extrinsic variability includes such aspects as quality 

of spoken input and pronunciation instruction methods (see an overview in Lee et al. 

2015; Saito 2019). Learner-intrinsic factors include the effects of ageing on neural plas-

ticity (Birdsong 2018) as well as differences in cognitive and socio-psychological char-

acteristics, such as language learning aptitude, anxiety, musical hearing, and motivation 

(see an overview in Suzukida 2021). For example, new evidence highlights the potential 

role of musical hearing and musical experience on the acquisition of L2 vowels (Jekiel 

and Malarski 2021), L2 rhythm (Jekiel 2022), and L2 intonation (Jekiel and Malarski 

2023). The main challenge of studying such factors, however, is their interplay with other 
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variables, be it extrinsic (e.g. explicit pronunciation instruction) or intrinsic (e.g. pre-ex-

isting pronunciation proficiency). This was recently highlighted by Krzysik (2022), who 

found that individual differences such as phonological memory do not significantly influ-

ence the acquisition of L2 phonological perception and production. Perhaps some clarity 

will be provided by the emerging area of research on grit, understood as maintaining an 

enduring interest in particular goals over long periods and persevering in working towards 

achieving them. Domain-general grit has consistently been associated with achieving 

general life goals, such as secondary school graduation (Eskreis-Winkler et al. 2014). In 

the relatively new field of L2-specific grit, researchers observed that high scores on do-

main-specific grit assessments strongly predict language learning achievement (Teimouri 

et al. 2020), with the consistency-of-interest facet of grit being the most significant pre-

dictor (Sudina and Plonsky 2021), including among English Philology students 

(Zawodniak et al. 2021). 

While the above-mentioned factors impact all learners from beginner to advanced, 

those who aim to acquire near-nativelike pronunciation face a third challenge, namely the 

time and effort needed to master segmental accuracy. Building on Munro and Derwing’s 

(1995) framework that distinguishes between accentedness (i.e. how much a speaker's 

pronunciation deviates from native-like pronunciation) and comprehensibility (i.e. the 

ease of understanding the speaker by the listener), Saito (2021) showed that native listen-

ers associate accentedness with segmental accuracy and comprehensibility with prosody 

and fluency. Unfortunately for adult L2 learners, reducing accentedness requires a larger 

time investment than improving comprehensibility (Saito 2015). This is favourable for 

learners with communicative goals, but unfavourable for learners striving for near-native-

likeness. And while advanced learners may experience an advantage due to being less 

impacted by lexical frequency effects (Saito 2018), they will still find attaining near-na-

tivelike articulation challenging. 

1.4. The value of explicit pronunciation instruction 

While some of the above-mentioned factors are beyond the control of learners and teach-

ers, learner-individual cognitive processing can be facilitated with instructional design 

focusing on explicit pronunciation instruction, i.e. providing learners with guidance on 
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how to perceive and produce the segmental and suprasegmental features of the target 

language (Saito 2012; Suzukida 2021). Explicit pronunciation instruction involves a va-

riety of approaches, ranging from classroom tactics such as corrective feedback to more 

strategic interventions such as articulatory training, auditory training, and metaphonolog-

ical awareness training (see an overview of methods in Saito and Plonsky 2019).  

Explicit pronunciation instruction assumes that L2 learning involves developing 

implicit knowledge (i.e. unconscious procedural speech processing) and that the process 

can be facilitated by explicit knowledge (i.e. declarative knowledge of the L2 consciously 

accessed in a controlled way) (Ellis 2005). This hypothesised weak interface assumes that 

explicit L2 knowledge facilitates key implicit learning mechanisms, especially input no-

ticing and output monitoring (Schmidt 1990). For example, if learners receive instruction 

about the auditory characteristics of L2 vowels, they should be able to start noticing such 

features in their input. 

In the first major meta-analysis of explicit pronunciation instruction studies, Lee 

et al. (2015) showed that—in within-group observational studies of mostly controlled 

production—explicit instruction improved L2 learners’ pronunciation by 0.89 standard 

deviation units. They noted, however, that the studies have exhibited patterns of publica-

tion bias. Additionally, Thomson and Derwing (2015) commented that the analysed stud-

ies varied considerably regarding which aspects of speech production were measured and 

how, which decreased the generalisability of the findings. In another meta-analysis, Sakai 

and Moorman (2018) showed that perception-focused instruction increases productive 

pronunciation ability by 0.54 standard deviation units. Subsequently, Saito and Plonsky 

(2019) showed how the effect of pronunciation instruction indeed changes according to 

outcome definition. For example, a relatively large effect was observed for the controlled 

production of variables measured instrumentally (e.g. vowel formants), compared to a 

relatively small effect for spontaneous production thereof. 

1.5. Research on metaphonological awareness training 

Traditionally, phonological awareness is categorised into epilinguistic and metalinguistic 

(Ellis 2004). The former is an unconscious awareness of language rules, measurable 

through self-repair or mimicry. The latter is a conscious awareness of language rules, 
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measurable through declarative knowledge or attention to form during production. Previ-

ous studies showed a positive relationship between L2 phonological awareness and L2 

pronunciation, regardless of whether they measured its epilinguistic aspect (e.g. Mora et 

al. 2014), its metalinguistic aspect (e.g. Peltola et al. 2014; Kennedy and Trofimovich 

2010; Saito 2019), or both (e.g. Venkatagiri and Levis 2007).  

For the purpose of this dissertation, we will focus on recent research on instructed 

L2 phonological awareness acquisition, understood as equipping learners with explicit 

declarative knowledge of the L2 phonological system and its phonetic properties. Fol-

lowing Wrembel (2011a), we will refer to this as metaphonological awareness training. 

The main assumption is that the acquisition of explicit metalinguistic knowledge enables 

controlled speech production, which through sustained practice leads to proceduralisation 

and automatisation of the explicit knowledge—resulting in spontaneous speech produc-

tion (Saito and Plonsky 2019). These interventions indeed demonstrated positive benefits 

for both production (Alves and Magro 2011; Lee et al. 2020; Saito 2011; Saito 2013; 

Wrembel 2005; Zhang and Yuan 2020) and perception (Carlet and Kivistö-de Souza 

2018; Couper 2022).  

One could argue that most explicit pronunciation instruction interventions de-

scribed in the section 1.4 are by definition metaphonological, and the need for introducing 

a new term such as metaphonological awareness is superficial. This dissertation, however, 

treats metaphonological awareness interventions as a separate, though closely connected, 

area of study. The type of metaphonological awareness training researched here focuses 

on advanced learners aiming to achieve near-nativelike pronunciation, while research on 

explicit PI tends to focus on mainstream learners for whom achieving such pronunciation 

proficiency is unnecessary. 

That being said, some researchers combine metaphonological awareness instruc-

tion with other consciousness-raising activities, such as corrective feedback (e.g. Saito 

2011) or computer-assisted visualisations of phonetic features, such as pitch (e.g. Ramí-

rez Verdugo 2006). Moreover, some studies use terms such as ‘explicit phonetic instruc-

tion’ for instruction involving elements of declarative knowledge such as articulatory de-

scription of L2 sounds (e.g. Saito 2011), while others use the same term for perception 

activities without the declarative aspect (e.g. Lacabex and Gallardo-del-Puerto 2020). 

Conversely, studies such as Lee et al. (2020) use the broad term ‘pronunciation instruc-

tion’ while incorporating elements of metaphonological awareness instruction. 



 9 

1.6. Innovative methods for teaching metaphonological awareness 

In our exploration of novel methods for the teaching of metaphonological awareness, it 

is important to acknowledge a broad range of techniques that, while significant, fall out-

side the scope of this review. The broad category of innovation in pronunciation teaching 

techniques (see an overview in Brinton 2017) includes, among others, kinesthetic ap-

proaches, such as using body movements or clapping to indicate stress patterns (Acton 

1984; Murphy 2013), as well as drama techniques to raise awareness of suprasegmental 

features such as rhythm and intonation (Galante and Thomson 2016). Additionally, this 

dissertation excludes tools stemming from the metaphonological awareness teaching tra-

dition, such as think-aloud protocols (Wrembel 2011b); questionnaires (Lintunen 2013), 

or self-reflective journals (Kennedy and Blanchet 2013; Inceoglu 2021)—since these 

have been already researched in some detail. Finally, this review does not include novel 

data collection instruments for analysing metaphonological awareness, such as the struc-

tured task for self-reflection on pronunciation deviations by Kivistö-de Souza and Lin-

tunen (2023). Instead, this discussion centres on understudied methods and tools whose 

full potential is yet to be realised, namely print-and-play classroom games, self-study 

transcription practice tools, and artificial intelligence (AI) systems, with a particular focus 

on intelligent tutoring. 

1.6.1. Print-and-play classroom games 

Even before the advent of explicit pronunciation instruction, language teachers and learn-

ers relied on playful verbal drills and game-like exercises (Baker 2018). Historically, the 

syllable has been particularly suited to these activities, as demonstrated by a long history 

of tongue twisters addressing challenging phonotactic and articulatory combinations as 

well as variations of Pig Latin games, in which speakers systematically modify words by 

shifting their onsets or adding fabricated suffixes (Cardoso 2017). 

During the 1970s and 1980s, the shift towards Communicative Language Teach-

ing encouraged the use of role-plays, simulations, and games to practice language in con-

text. Over time, this resulted in the inclusion of a broad spectrum of pronunciation-related 
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language play, such as jokes or riddles (Wong 1987; Bell 2012; Bell and Pomerantz 

2015). 

This focus naturally extended to classroom games. The pivotal coursebook by 

Hancock (1995) included a variety of verbal and pen-and-paper pronunciation games, 

ranging from puzzles to mini board games. Hancock’s foundational contributions capi-

talised on the peak popularity of photocopiable teacher’s resource books, which made it 

easier and more affordable for teachers to customise class materials by freely combining 

paper-based handouts. Despite some notable contributions like those of Nixon and Tom-

linson (2005) and Hancock (2017), the field of L2 pronunciation classroom games lagged 

behind the more established L2 research domains (Levis and Sonsaat 2017). Instead on 

pronunciation, most game-oriented coursebooks focused on grammar and related met-

alinguistic aspects (e.g. Zaorob and Chin 2001; Hadfield 2003).  

Similarly, L2 research on puzzles and games focused mainly on their usefulness 

for enhancing the acquisition of grammar, vocabulary, and broad communicative skills 

(Danesi and Mollica 1994; Treher 2011; Wu et al. 2014). It is reasonable to expect, how-

ever, that at least some of the benefits of improved cognitive engagement and metalin-

guistic knowledge observed in other areas of L2 teaching and learning would extend to 

the domain of pronunciation. 

1.6.2. Self-study transcription practice 

Perhaps the longest-standing method of teaching aspects of metaphonological awareness 

has been via IPA-based phonemic and phonetic transcription. Transcription practice aids 

in forming precise mental representations of sounds and enhances learner autonomy by 

enabling self-guided learning and feedback (Mompeán and Fouz-González 2021). Pen-

and-paper-based transcription is a readily available, affordable, and flexible tool that can 

be used for working with any type of speech, ranging from isolated words to longer pas-

sages of connected speech, both scripted and spontaneous (Mompeán 2017).  

While IPA transcription was present in general-purpose English language learning 

textbooks already in the first half of the 20th century, its role diminished in the latter half 

of the century with the broader shift in thinking about explicit pronunciation instruction 

(Sobkowiak 2012). In the early 2000s, transcription practice has been successfully used 
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to help learners to achieve better pronunciation learning outcomes (e.g. Lintunen 2004). 

L2 learners appreciate the way in which transcription helps them visually notice and re-

member sounds, especially for languages with irregular sound-to-grapheme correspond-

ence, such as English (Mompeán and Lintunen 2015). Even though both teachers and 

learners can sometimes perceive phonetic notation as too theoretical and detached from 

practical pronunciation practice (Mompeán and Fouz-González 2021; Nowacka 2022), 

when applied correctly (i.e. as a means to an end) phonetic notation can serve as a flexible 

metalanguage that facilitates systematic reasoning about L2 speech features. 

Despite these benefits, transcription remains underused. This is largely due to the 

significant time required to prepare engaging exercises and the need for teachers to pro-

vide learners with feedback manually, at least in the initial stages of acquiring the skill 

(García Lecumberri and Cooke et al. 2003). A handful of researchers and practitioners 

proposed addressing these challenges by dedicated computer software that automated the 

process of scoring learners’ work products (e.g. García Lecumberri and Maidment et al. 

2003; Bates et al. 2010; Bruijn et al. 2011). Interestingly, many such tools were developed 

outside of the domain of L2 pronunciation teaching, especially for the purpose of training 

speech pathologists and other L1 clinicians. The reusability of these systems into adjacent 

fields (e.g. from L1 speech therapy to L2 speech acquisition) only reinforces the versatile 

nature of transcription as a metalinguistic enabler for practical downstream skills. Speech 

clinician training is also the only domain that produced notable studies of digital tran-

scription tools. For example, Titterington and Bates (2018) found a positive relationship 

between engagement in auto-graded transcription tasks and metaphonological awareness 

in language therapy students. 

While self-study transcription practice offers the potential to boost learner auton-

omy and accelerate the development of metalinguistic awareness without overburdening 

teachers, the adoption of tools developed specifically for L2 professionals by their peers 

and researchers remains limited. This situation may change with the relatively recent ad-

vent of websites providing free (though often ad-sponsored) automated text-to-transcrip-

tion services. Typically, these sites only offer text conversion based on fixed rule sets. 

The more advanced tools are based on curated databases of phonemically-transcribed 

words (e.g. PhoTransEdit 2023) and can even extrapolate patterns from such databases to 

previously-unseen words (Brondsted 2020). And while some websites claim to offer al-

lophonic transcription, the range of phonetic processes they cover is usually not 
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exhaustive and their reliability remains to be verified. Nevertheless, the landscape of such 

online tools is evolving rapidly and warrants careful observation. 

1.6.3. Artificial intelligence tools 

The definition of AI itself is subject to debate. This dissertation adopts a recently updated 

definition by OECD (2024), endorsed by regulatory bodies worldwide following the 

surge in generative AI. According to the definition, an AI system is “a machine-based 

system that, for explicit or implicit objectives, infers, from the input it receives, how to 

generate outputs such as predictions, content, recommendations, or decisions that can in-

fluence physical or virtual environments.” The authors acknowledge that AI systems dif-

fer in their level of autonomy and adaptiveness. 

It is useful to begin this review of AI-enabled metalinguistic awareness teaching 

with an overview of computer-assisted pronunciation training (CAPT). This term encom-

passes a range of methods, some of which align more closely with the domain of AI than 

others. In the late 1990s and early 2000s, the main premise of CAPT revolved around 

involving students in instrumental speech analysis using signal processing software, such 

as Praat (Boersma and Weenink 2023) (see example curricula in Chun 1998; Pennington 

1999; Vaissière 2003). One could argue that such systems not fit the OECD’s decision-

oriented definition of AI. They do, however, employ algorithms to make some decisions 

on how to process and visualise speech signals, and therefore could be put on the fringe 

of the natural language processing subfield of AI. A meta-analysis by Lee et al. (2015) 

showed that 39% of explicit pronunciation instruction studies relied on CAPT understood 

mainly as speech signal visualisations, especially spectrograms and pitch contours. They 

also found that human-led instruction was still more effective than computer-assisted in-

struction. One explanation for this is that spectrogram-based CAPT exposes learners to 

noisy raw data that can be difficult to interpret without expert guidance, potentially lead-

ing to incorrect self-corrections and increased frustration.  

A separate category of CAPT research focuses on a type of AI known as auto-

mated speech recognition (ASR). In the 2000s, such systems were used for automated 

scoring of L2 pronunciation in high-stakes summative assessments (Bernstein 1999). In 

the 2010s, they were adapted to commercial mobile applications, which prompted a new 
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wave of research into their use in L2 pronunciation acquisition (Rogerson-Revell 2021). 

The main pedagogical assumption is that ASR tools provide learners with an opportunity 

to notice errors in their own speech. For spontaneous speech, this usually manifests by 

outputting an incorrect speech-to-text transcription. For controlled speech, an ASR appli-

cation usually explicitly highlights the deviation from the expected output (often mod-

elled after a native speaker target) via a percentage score (see an overview in Walesiak 

2020; see a detailed analysis of a particular application in Becker and Edalatishams 2019).  

One meta-analysis of CAPT that included ASR studies (Mahdi and Al Khateeb 

2019) reported a moderate effect size (Cohen’s d = 0.66) on L2 pronunciation acquisition. 

Note, however, that this analysis covered a diverse array of papers, ranging from com-

mercial language learning applications to bespoke systems not accessible to the general 

public as well as dictation systems that simply transcribe speech without offering explicit 

feedback. Interestingly, another meta-analysis focusing strictly on ASR systems (Ngo et 

al. 2023) reported a similarly moderate effect size (Hedges’ g = 0.69).  

While ASR systems have shown some success for explicit pronunciation training, 

their usefulness for advanced metaphonological awareness training may be limited be-

cause they usually do not provide explicit phonetic feedback to help the learner under-

stand why they received a particular score. Many of them use methods that can confuse 

non-native English learners, such as providing transcriptions in the form of respelling 

(Coulange 2023). And while there are noteworthy examples of ASR-based metaphono-

logical awareness training applications grounded in L2 research (see excellent example 

by Tejedor-García 2020), they tend to focus on the beginner or intermediate learner. 

Finally, the type of AI that may be particularly relevant to metaphonological 

awareness training is the intelligent tutoring system (ITS) (Graesser et al. 2012). These 

chatbot-like (usually text-based) systems aim to replicate the nuanced dynamics of one-

on-one tutor sessions. They can respond dynamically to student inputs and provide per-

sonalised feedback and guidance, much like a human tutor would. An early example of 

metalinguistic awareness training was a system developed by Tasso et al. (1992), which 

helped students understand English verb structures. This and other such systems at-

tempted to understand a learner’s misconception and provide specific feedback to correct 

errors and reinforce correct usage (Swartz and Yazdani 1992; Tafazoli et al. 2019.). 

ITSs have been extensively tested and found successful in educational domains 

other than language learning (esp. math and computer science), showing an average 
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increase in domain-specific assessments from the 50th to the 75th percentile (Kulik and 

Fletcher 2016). There has been less rigorous research in the field of L2 language learning, 

not to mention its subdomains such as pronunciation. Similarly to L2 CAPT, meta-anal-

yses of L2-focused ITSs such as Lee and Lee (2024) encompass a diverse array of sys-

tems, ranging from commercial applications (e.g. Duolingo) to learning management sys-

tems (e.g. Moodle), which decreases the generalisability of the findings. A review of 

actual language ITSs by Slavuj et al. (2015) showed that—while innovative and promis-

ing—they have yet to show significant effects on learning outcomes. This is primarily 

due to their limitations in handling the nuanced and context-sensitive aspects of language 

use (Tafazoli et al. 2019).  

One reason AI tutors have struggled in language teaching is that, historically, these 

systems primarily used basic methods to process and understand human language. They 

operated on relatively fixed rules—specified manually or learned from corpora—and 

lacked a genuine understanding of the flow of a conversation. To simplify, they worked 

by consulting a vast database filled with facts, rules, and previous interactions, which they 

then applied to new input from learners to generate appropriate responses. This method 

allowed the systems to detect patterns in student responses and provide seemingly in-

sightful feedback. However, these systems often failed when faced with ambiguous or 

unusual situations that did not match their programmed instructions. 

1.7. Knowledge gaps and research goals 

While significant strides have been made in researching the teaching of L2 pronunciation 

and metaphonological awareness, several critical gaps remain unaddressed. These gaps, 

along with the research goals addressed by this dissertation, can be outlined as follows. 

First, past interventions in metaphonological awareness studies have predomi-

nantly focused on beginner to intermediate learners in communication-oriented classes, 

where the primary goal was intelligibility. Addressing the need to broaden research to 

include advanced learners (Saito 2019), this dissertation focuses on interventions target-

ing advanced English Philology students for whom near-nativeness is often a curriculum 

requirement. 
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Second, alongside proposing novel tools for the teaching of metaphonological 

awareness, there is a need for a deeper understanding of how learners engage with such 

tools over the long term. Digital tools presented in this dissertation offer an opportunity 

to investigate study patterns that could shed light on data-driven pedagogy improvements 

as well as individual behavioural differences in acquiring metaphonological awareness. 

Third, the field of computer-assisted language learning—and perhaps L2 peda-

gogy as a whole—struggles with transparency and reproducibility of research. Many stud-

ies still fail to provide the data and code required for replication, which hampers progress 

in the field. The empirical studies in this dissertation implement reproducible research 

practices to foster a more robust scientific dialogue. 

Finally, previous-generation AI applications for pronunciation teaching have 

faced several limitations, especially in the realm of conversational ITSs. The rapidly 

evolving landscape of next-generation AI technologies—especially large language mod-

els—presents an opportunity to explore their applications in education. This dissertation 

provides a theoretical investigation of generative AI technologies in teaching and learn-

ing, providing a starting point for developing future ITSs targeting metalinguistic aware-

ness training. 
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Part 2: Research 

2.1. About the publications 

To address the research questions posed in Part 1, this dissertation presents a selection of 

three most impactful publications from a wider body of work by the present author. Other 

publications on the topic, especially two detailed explorations of AI for metalinguistic 

awareness (in press and in review), are mentioned in the Conclusion as part of future 

directions. 

Publication 1 (Łodzikowski and Jekiel 2019) was published in ELT Journal (140 

points in the classification of the Polish Minister of Science). It investigates the use of 

board games to enhance the teaching of English prosody—specifically word stress, into-

nation, and rhythm—to English Philology students. Drawing on theories from cognitive 

psychology and pedagogy that highlight the benefits of game-based learning, the research 

implemented three custom-designed board games within an English phonetics and pho-

nology course. While only correlational, the findings suggest that such games may in-

crease learners’ classroom engagement and performance in post-class assessments (de-

clarative measures of metaphonological awareness).  

Publication 2 (Łodzikowski 2021) was published in Language Learning and Tech-

nology (200 points). It describes an observational study of English Philology students 

using a tool developed by Łodzikowski and Aperliński (2016). The usage of the tool was 

associated with modest improvements in the students’ metaphonological awareness lev-

els, particularly when usage was spaced over time. The study was also replicated by 

Foung and Kohnke (2023), who not only confirmed the original findings via an exact 

replication but also addressed potential methodological limitations, mainly the relatively 

low sample size, which could affect the generalisability of the results. Their analysis fur-

ther highlighted the benefits of the self-study transcription tool and reinforced the im-

portance of replication in computer-assisted language learning research. 

Publication 3 (Łodzikowski et al. 2024) is a theoretical exploration of the impact 

of generative AI on education, to be included in a Springer volume on AI-mediated edu-

cation due in September 2024. Co-authored with leading figures in AI-enabled assess-

ment and learning—Peter W. Foltz and John T. Behrens—this chapter presents an 
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expansive overview of the opportunities and challenges for educators and institutions at 

the onset of the generative AI era. It deviates from the narrow focus of the first two pub-

lications on metalinguistic awareness to address broader pedagogical themes—a shift that 

was strategically chosen to engage a wider audience. The publication serves as a frame 

of reference for upcoming works by the present author that explore AI in language teach-

ing (Łodzikowski in press) and report pilot results of a custom-built metaphonological 

awareness tutoring system powered by a large language model (Łodzikowski et al. in 

preparation)—both outlined at the end of this dissertation as part of future directions. 

2.2. Institutional and pedagogical context for Publications 1-2 

The pilot studies described in Publication 1 and Publication 2 were integrated into the 

same institutional context (albeit in different years). The subjects were English Philology 

students at Adam Mickiewicz University in Poznań (Poland), taking a 9-month course in 

English phonetics and phonology. The course was organised around in-person classes (90 

minutes per week) and mandatory homework assignments on Moodle. The course sylla-

bus covered over 20 topics, including phonemic and allophonic transcription, articulatory 

description of vowels and consonants, connected speech processes, word stress and weak 

forms, intonation, and regional varieties of English. The training focused on those aspects 

of English pronunciation with which Polish EFL learners are known to struggle due to 

cross-linguistic influence and low spelling-to-pronunciation correspondence (Nowacka 

2016; Sawala et al. 2009; Sobkowiak 2004; Szpyra-Kozłowska 2015; Rojczyk 2010; Ro-

jczyk and Porzuczek 2012; Rojczyk and Porzuczek 2017; Rojczyk and Porzuczek 2019). 

At the segmental level, this included, for example, vowel quality contrasts (challenging 

because General British has almost twice as many vowels as Polish) and features non-

existent in Polish, such as pre-fortis clipping or non-rhoticity. At the suprasegmental 

level, the training similarly focused on those features which do not exist in L1, or are 

markedly different in L2, for example word stress in compound nouns, weak forms of 

function words, connected speech processes, and intonation patterns. Additionally, the 

training expanded beyond traditional phonological representations (phonemes as definite 

categories) and included elements of acoustic phonetics training and activities to help 

attune learners to perceptual cues (Schwartz 2005). 
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2.3. Publication 1 (Łodzikowski and Jekiel 2019) 

Łodzikowski, Kacper and Mateusz Jekiel. 2019. “Board games for teaching English 

prosody to advanced EFL learners”, ELT Journal 73, 3: 275-285. 

(doi:10.1093/elt/ccy059). 



275

Board games for teaching English 
prosody to advanced EFL learners
Kacper Łodzikowski  and Mateusz Jekiel

This exploratory study fills the gap in research on using print board games 
to teach English prosody to advanced EFL learners at university level. We 
developed three in-class print-and-play board games that accompanied three 
prosody-related topics in a course in English phonetics and phonology at a 
Polish university. For those topics, compared to topics without any board games, 
learners reported higher in-class engagement and obtained higher post-class 
quiz scores. At the end of the course, learners rated board games as equally or 
more useful than some of the other teaching aids. Although traditional printed 
worksheets were still rated as the most useful teaching aid, learners expressed 
their preference for using extra classroom time for playing board games instead 
of completing extra worksheet exercises. We hope these promising results will 
encourage teachers to experiment with implementing these and other board 
games in their advanced curricula.

Board games have been the topic of many scientific studies, primarily in 
psychology, covering such research areas as memory, perception, decision 
making, problem solving, motivation, intelligence, and neuroscience 
(Gobet, de Voogt, and Retschitzki 2004). According to Danesi and Mollica 
(1994: 13–4), recreational mental play in the form of board games can 
be the most memory-enhancing way in which L2 learners develop new 
linguistic concepts. In the ELT classroom, puzzleological techniques 
(i.e. board games, crosswords, word searches, etc.) are commonly used 
for reinforcing communicative skills as well as reviewing structural and 
lexical knowledge (Treher 2011). Moreover, playing board games is a social 
experience that can boost the development of social and emotional skills 
(Hromek and Roffey 2008). Additionally, since classroom engagement is 
partly based on peer interactions, playing board games may contribute to 
increasing this engagement.

Although we know of no research that focuses on ELT board games at 
higher education level, board games have been used in other higher-
education contexts to teach, organize, and connect learners from different 
educational backgrounds (Holmes and Gee 2016). Over the last decade, 
the application of game-based teaching and learning (GBTL) in higher 
education has become a legitimate field of study and an accepted form of 

Theoretical support 
for board games 
in ELT

Use of board games 
in higher education

ELT Journal Volume 73/3 July 2019; doi:10.1093/elt/ccy059 
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university-level instruction. A case study by Cochran (2012) showed that 
the use of board games in the classroom can significantly improve learners’ 
comprehension and retention. Smith (2013) asked his history students to 
research historical events while playing an actual board wargame, 1776 by 
Avalon Hill, boosting their in-class engagement by promoting a dynamic 
and interactive learning environment. Despite these promising results, 
board games are still quite uncommon in higher education. This is probably 
because faculty guidelines rarely mention them as standard teaching 
methods and not every teacher may want to experiment with them.

Recent research on ELT games tends to focus on digital games (e.g. Hong, 
Han, Kim, and Bae 2017). However, print board games are still easier to 
implement in classrooms without computers or internet connectivity. The 
use of such tabletop board games in ELT is usually limited to grammar or 
vocabulary (Paris and Yussof 2012; Bakhsh 2016). The scarce research on 
print ELT board games focuses on young learners. This is probably because 
all phonetic games available on the market are aimed at either primary 
learners (Nixon and Tomlinson 2005) or beginner to intermediate learners 
of all ages (Hancock 1995, 2017). Perhaps the only category of games 
suitable for the more advanced adult students of English phonetics and 
phonology are adaptations of existing games for practising IPA symbols, 
e.g. the IPA versions of Scrabble and Bingo published by Cascadilla Press. 
Because we could not find board games dealing specifically with English 
prosody1 at university level, we designed our own games.

The decision to create board games for teaching English prosody to 
advanced Polish learners of English at university level was motivated by 
the fact that English prosody is one of the most difficult aspects of English 
pronunciation to teach to Polish students (Sobkowiak 2008). Over the 
years of teaching, our students often reported that prosody-related topics 
were among the most challenging ones.

Throughout our teaching, we follow Wrembel’s (2007) suggestion that 
improving learners’ performance on such challenging pronunciation 
topics could be achieved by increasing their metacompetence, i.e. 
explicitly teaching them the ‘rules’ of English prosody before they start 
their pronunciation drills. Historically, most of our learners showed 
little engagement in the classes focusing on prosody, so we decided to 
experiment with board games to see if these could help learners engage 
more with the topic, and, as a result, learn it better.

This paper examines the usefulness of board games for learning about 
English prosody. We expect that playing board games during classes 
that discuss prosody will be associated with increased learners’ in-class 
engagement and post-class assessment performance, compared to classes 
without board games.

We implemented our games in a two-semester course in English 
phonetics and phonology. The course is obligatory for all first-year 
students of English Studies at the Faculty of English, Adam Mickiewicz 
University, Poznan, Poland. It aims to supplement the obligatory 
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four-semester practical pronunciation course by making students aware 
of how English speech sounds are produced, transcribed, and how they 
function in real-life situations. And since many of the students become 
teachers, the course also aims to help them predict and correct the 
pronunciation errors of their potential future students. Broadly, the first 
semester focuses on the phonetic description of English sounds and 
connected speech processes, whereas the second expands on that by 
introducing prosody-related topics and regional varieties of English.

The course was offered in a flipped-classroom3 model with one 90-minute 
class per week. Each week covered a different topic. Before each class, the 
learners were required to complete an online pre-class preparation module 
that we created on Moodle. The module contained a short video lecture on 
the topic, a few close-ended ungraded activities with pre-scripted feedback, 
and links to one or two supplementary readings (chapters from English 
phonetics and phonology textbooks). The 90 minutes of classroom time 
was devoted to completing worksheet activities (more advanced versions 
of the online pre-class activities) and clarifying any confusing concepts. 
By the end of each course week, the learners took an online graded quiz. 
They also took a longer test midway through each semester and the final 
exam at the end of the second semester.

We created three board games that focus on three key prosody topics 
in our course: word stress (Stress Run), weak forms (Stress Maze), and 
phonotactics2 (Phono Tactics). The games use components that can be 
printed in greyscale on A4 paper. The players only need to add dice and 
counters, such as coins. Each game was designed for at least two players 
and about 30 minutes of play. All three games are freely available in a 
print-and-play format at bit.ly/phongames. Due to space constraints, here 
we include an illustration of only one game.

Stress Run, shown in Figure 1, was designed for two or more players to 
review English stress patterns in compound words. In order to get from 
the campus to the library, players take turns clockwise to throw the dice. 
Players compare their dice rolls with a table that instructs them to move 
their counters to the nearest square with a specific stress pattern. For 
example, if a player rolls a two, then he or she has to move to the nearest 
square containing a compound in which the second element carries the 
primary stress (counting from the start, the first such square is ˌAbbey 
ˈRoad). The player to the right checks the validity of the move in the 
answer key (an alphabetic index that makes it difficult to cheat). Rolling a 
6 means that another player draws a challenge card with a question that 
the rolling player needs to answer for a bonus or a penalty.

Stress Maze helps two players to review English weak forms. Players start 
at opposite ends of a grid with 96 squares, each of which contains a short 
phrase. Some of the phrases contain a function word in its weak form, 
while most contain either a function word in its strong form (e.g. an 
auxiliary verb that occurs at the end of a phrase) or a word that does not 
have a weak form at all, such as ‘may’. Each player moves their counter 
towards the finish square located in the centre of the board by placing 
their counter on the nearest square containing a function word in its 

Game design
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weak form. The other player confirms whether the move was correct 
by referring to their answer key. Each answer key was designed so that 
a player can only see the opponent’s correct answers. After making 
the move, the player makes a dice roll to receive a bonus or a penalty, 
depending on the success or failure of their move.

Phono Tactics challenges two players to review English phonotactic 
constraints. Players start at opposite ends of a grid with 159 hexagonal 
fields. They take turns to move their counters towards the finish located in 
the centre of the grid by making a dice roll. A player needs to move to the 
nearest licit consonant cluster appearing in syllable onsets (after rolling 1 
or 2), codas (after rolling 3 or 4), or onsets or codas (after rolling 5 or 6). 
After the first player makes a move, the other player consults their answer 
key to see if the move was valid.

This study focuses on 29 Polish learners of English who took our course: 25 
females and 4 males (average age around 20 years old, average time spent 
learning English around 12 years). Although a total of 50 learners played 
at least one of the three board games we piloted, only those 29 played all 
three games, and took the final exam and the course evaluation survey. The 
remaining learners either dropped out of university midway through the 
second semester (when the games appeared) or did not attempt the final 
exam and the course evaluation survey. The learners belonged to three 
groups taught by the present authors. The groups shared the same materials 
and the teachers followed the same lesson plans. The classes were held on 
different days of the week and at different times of the day.

Each group of learners played one board game per topic. The first 45 minutes 
of the class were devoted to completing worksheet activities and clarifying 
concepts. Then, the teacher spent five minutes on distributing the game 
sets, and about ten minutes on reading the rules of play aloud in English, 
demonstrating the first couple of rounds, and answering any questions. 
This usually left about 30 minutes for at least one full playthrough with 
little teacher supervision. After the class, the learners could either take their 
in-class copy of the game with them or print a new copy at home.

In this observational study, the main explanatory variable is whether a 
topic was supplemented by a board game. The response variables are:

FIGURE 1
Top left: reference table for 
dice rolls. Right: a fragment 
of the board. Bottom left: 
two example challenge 
cards. Not shown are the 
instructions page and the 
answer key.

Study design
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π Learners’ in-class engagement: At the end of each course week, having 
taken the online post-class quiz, learners answered the same set of 
survey questions. Two of the questions are of interest here. The first 
one asked the learners to rate their in-class engagement on a five-point 
scale, where 1 meant ‘Very disengaged’ and 5 meant ‘Very engaged’ 
(they received longer definitions of both terms). Another question asked 
them to decide whether or not they think a given course topic would 
help them in mastering their English pronunciation.

π Learners’ performance on assessment: These are the scores that learners 
received on the relevant questions from the weekly post-class quizzes, 
the midterm test, and the final exam. All course content and assessment 
was aligned in terms of learning objectives and question types. Therefore, 
learners’ score on assessment questions for a given topic should reflect 
their mastery of the learning objectives for that topic.

π Learners’ perceived usefulness of games: At the end of the course, the 
learners completed a course evaluation survey. Among other questions, 
the learners were asked to rate the usefulness of each teaching aid used 
in the course on a five-point scale, where 1 meant ‘Not useful at all’ 
and 5 meant ‘Very useful’. They were also asked other close-ended and 
open-ended questions about the usefulness of the board games which 
we will describe in the Results section.

Additionally, we controlled for the learners’ sex, their prior achievement 
(written and spoken secondary school final exam results), and the student 
group to which they belonged.

Figure 2 shows that learners reported a similar level of in-class 
engagement throughout the academic year, centred around ‘somewhat 
engaged’ (3.8 on average). There is little variation in the data: 75 per cent 
of all ratings fall between 3.5 and 4. For each topic in which learners 
played a board game, they rated their in-class engagement slightly 
higher than the average (Word Stress rated as 4; Weak Forms rated as 
3.9; Phonotactics rated as 4). But only for the first board game topic, 
Word Stress, the engagement level was significantly higher than for the 
neighbouring topics not accompanied by board games (Connected speech 
processes rated as about 3.5 on average and Rhythm rated as about 3.6 on 
average). The other two topics with board games were rated similarly to 
neighbouring topics without board games (Weak Forms rated similarly to 
Intonation 1, and Phonotactics rated similarly to The syllable and General 
British vs General American).

A multiple regression analysis4 shows that a learners’ in-class engagement 
increases by 0.29 of a point if that learner perceives a topic as useful 
(P < 0.09), after controlling for the score on the online pre-class preparation 
module, the use of a board game in the class, sex, and prior achievement. 
Although this is a weak association, the three topics accompanied by 
board games were indeed similarly or more helpful in mastering English 
pronunciation than other course topics. Figure 3 shows that, on average, about 
94 per cent of learners rated the topics covered in both semesters as helpful 
in mastering their English pronunciation, compared to about 93 per cent for 
Word Stress and 100 per cent for both Weak Forms and Phonotactics.

Results and 
discussion
Learners’ self-
reported in-class 
engagement
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Another explanation of the differences in in-class engagement could be 
more trivial, namely that learners are less engaged if a class takes place in 
the morning. Unsurprisingly, we observed that learners who took the class 
on Monday at 8 a.m. seemed less engaged than learners who took the 
class on Tuesday at 3 p.m. In the survey for the second-lowest rated topic 
(Vowels 2: Polish), one learner explained their ‘somewhat disengaged’ 
rating with a comment ‘My disengagement is result of early hour. I was a 
bit sleepy. [The] lesson was all right.’

Although we did not systematically record the learners’ interactions during 
the playthroughs, we observed that most learners were fully immersed 
in the games, as if they were regular (i.e. non-educational) games. This 
was probably because learners were responsible for checking each other’s 
answers, so they needed to collaborate and stay focused from start to finish. 
Their high engagement may have also been influenced by switching to 
their native language for the playthrough. Although classes and materials 
for all courses in the programme are in English, some learners switch to 
Polish during prolonged clarifications of confusing concepts. During the 
playthrough, the players were required to provide each other with corrective 
feedback, for which they usually switched to Polish. The use of Polish may 
have also been prompted by the more relaxed atmosphere that more closely 
resembled a casual board game night than a formal class.

We now move from learners’ perceptions to their actual performance by 
looking at how playing board games is associated with scores on quizzes 
that learners took after each class. A multiple regression analysis shows 
that playing an in-class board game is associated with an increase in the 
expected post-class quiz score of about 8 percentage points (P < 0.03), 

FIGURE 2
Mean in-class engagement 
self-reported by learners 
after each class (topic). 
Topics with board games are 
shown as triangles. Whiskers 
show 95 per cent confidence 
intervals.

Learners’ 
performance on 
assessment
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after controlling for student group, score on online pre-class preparation 
module, learners’ perceived usefulness of a given topic, learners’ self-
reported in-class engagement, sex, and prior achievement.

Expectedly, three of the control variables show even stronger associations. 
First, we estimate an expected 0.13 percentage point increase in post-class 
quiz score for every 1 percentage point increase in pre-class preparation 
score (P < 0.0002). Second, we estimate an expected 5.93 percentage 
point increase in post-class quiz score for every 1 point increase in self-
reported in-class engagement (P < 0.0007). Figure 4 visualizes how the 
association between in-class engagement and post-class quiz score was 
observed to increase in the presence of board games. Third, we estimate 
an expected 0.47 percentage point increase in post-class quiz score for 
every 1 percentage point increase in written (but not spoken) secondary 
school final exam result (P < 0.006). This supports our observations that 
learners with a better command of English seemed to have less difficulty 
in understanding the course material.

We built similar multiple regression models for the associations between 
learners’ performance on (and the perception of) topics with board games 
and relevant tasks on the midterm test and the final exam but these 
results lacked both statistical and practical significance.

We will now look at the results of the questions asked in the course 
evaluation survey that learners completed at the end of the course. 
Figure 5 shows how learners perceived the usefulness of board games 
compared to other teaching aids offered throughout the course. The 
horizontal axis lists the teaching aids in the order they were meant to be 
used each week (but note the games only appeared in three weeks of the 
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course). The vertical axis shows the perceived usefulness of a teaching aid 
on a five-point scale, where 1 meant ‘Not useful at all’ and 5 meant ‘Very 
useful’. On average, the learners rated all three board games collectively 
as about 4.2. This means that learners found the games to be, on average, 
as useful as pre-class video lectures and post-class quizzes (both rated as 
about 4.2 on average) and about 45 per cent more useful than traditional 
pre-class readings (about 2.9 on average) but about 13 per cent less useful 
than in-class worksheets.

Although learners perceive worksheets as slightly more useful in-class 
teaching aids, they also think board games are a good supplement. When 

FIGURE 4
The association between 
in-class engagement and 
post-class quiz score for 
topics with and without 
a board game. Each dot 
represents one learner–topic 
pair. Shaded areas show 
95 per cent confidence 
intervals.

FIGURE 5
How learners rated the overall 
usefulness of board games 
compared to other teaching 
aids. Whiskers show 95 per cent 
confidence intervals.
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asked if they could go back in time and choose between spending 30 
minutes (about one-third of total class time) on playing the games or 
doing extra worksheet exercises, 62 per cent of learners said they would 
prefer board games over extra exercises (Figure 6).

Moreover, about 35 per cent of learners reported replaying at least one 
game after the class and 10 per cent of learners said they replayed at least 
one game while preparing with peers for the final exam (not shown). 
When asked to describe how exactly the board games were useful, 
learners said that games were ‘[an extra] chance to practice’ that provided 
‘immediate feedback’ and helped to ‘memorize the rules’ and ‘remember 
[the learners’] mistakes’ through ‘fun’ and ‘competition’.

To our knowledge, this is the first study on using print board games to 
teach English prosody to advanced EFL learners at university level. First, 
we showed that learners reported slightly higher in-class engagement 
for the three prosody topics accompanied by board games. Second, we 
observed a moderate increase in the expected post-class quiz score for 
those topics. Third, learners reported that board games can be a fun 
alternative to the more typically used in-class worksheets. And since 
these are actual games that learners can enjoy when they socialize after 
hours, they are also a stealthy way of introducing some extra study time 
in first-year students’ busy schedules. We acknowledge that the study has 
limitations typical of an observational study conducted throughout an 
academic year at a national higher-education institution, especially due to 
learners dropping out midway through the semester.

Board games for advanced EFL learners are a promising teaching tool 
because they provide solid instructional scaffolding that fosters collaboration 
and allows for precise corrective feedback. Once the teacher walks the 
learners through the rules of play, he or she then transfers the ownership 

FIGURE 6
Learners’ preference for 
using classroom time for 
completing extra worksheet 
exercises or playing board 
games instead.

Conclusion
Summary of findings

Teaching 
implications
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of the learning event to the learners. The frequent turn-taking imposes a 
shared responsibility to pay attention to each other’s choices. In our games, 
the learners must collaborate because each player has access only to the 
other player’s answer key. Moreover, the answer keys allow the learners 
to provide each other with explicit correction, which allows the teacher to 
focus on observing the learning and supplementing it with metalinguistic 
feedback. In an example intervention, the teacher could say ‘Correct, the 
compound ˌPark ˈRoad has the primary stress on its final element because 
it is a location name. But why is ˈPark ˌStreet stressed on the first element?’ 
Perhaps the only major disadvantage of a board game is the time needed to 
assemble the game components, introduce the rules, and play the game.

We encourage teachers to experiment with implementing prosody board 
games in their phonetics and phonology curricula, either by printing 
the games we designed for this study, or by creating their own games. 
Designing your own game can be a valuable instructional experience 
in itself. In our case, it forced us to re-evaluate our assessment criteria 
for each topic. For those teachers who would like to design their own 
game, we recommend limiting the scope of the game to a single learning 
outcome, creating a rough prototype in up to two hours, and testing it as 
soon as possible with another person to spot any potential loopholes.

The next step for ELT researchers could be to use board games for 
recording learners’ interactions while they are playing such pronunciation 
games. One could even involve learners in the process of creating their 
own board games and ask them to record their reflections. A more 
ambitious opportunity is to create technology-enhanced board games with 
pre-scripted feedback. Although our board games proved engaging, they 
required teacher supervision to introduce the rules and provide feedback. 
In the board games industry, some publishers are now bypassing the need 
to consult the manual by building free mobile apps to accompany their 
games. In a phonetics and phonology board game, a simple companion 
app could replace the printed answer keys, provide instantaneous feedback 
to learners who keep losing points, and possibly also increase replayability 
by introducing modified game rules. This would bring us one step closer 
to what could be the holy grail of educational board games—fun games 
that learners can take home and continue learning from, without teacher 
supervision.

The authors received support from the Narodowe Centrum, Nauki; project 
2014/15/N/HS2/03867.

Final version received August 2018

Notes
1 Prosody (or suprasegmental phonetics) refers to such speech features as word 

stress or intonation. It is a key part of pronunciation alongside segmental 
phonetics that focuses on single sounds.

2 Phonotactics refers to sound sequences that can occur in a syllable. For 
example, a Polish learner of English would pronounce gnome as */ɡnəʊm/ 
because /ɡn/ is an acceptable Polish cluster.
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3 In the flipped-classroom model, learners are 
usually expected to watch an instructional video 
before coming to class, so that class time is devoted 
to practice and clarification.

4 This analysis is fully reproducible. The raw data 
and code that generated the findings are available 
at bit.ly/phongames_code.
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Abstract 

This is the first paper that provides correlational evidence about how interacting with an online allophonic 
transcription tool helps learners of English as a Second Language (ESL) to improve their phonological 
awareness. The study investigates 55 advanced ESL learners at a Polish university enrolled in a course in 
English phonetics and phonology. The course placed heavy emphasis on reading and writing allophonic 
transcription based on the International Phonetic Alphabet. Apart from obligatory practice with traditional 
pen and paper worksheets, learners could also practise with a supplementary custom-designed web 
application that allowed them to enter the phonemic transcription of any word in order to receive its 
allophonic transcription. The results show that using this tool at least once during the course is associated 
with an expected increase in midterm test score of 5.03 percentage points, 95% CI [-10.61, 20.67]. The 
estimated benefit is higher for learners who space their usage of the tool; each additional distinct day of 
usage is associated with an additional increase in the expected midterm test score of 2.62 percentage points, 
95% CI [-3.25, 8.49]. Additionally, some learners practised transcription on non-words, and these learners 
were observed to perform better on phonotactics-related assessment. 

Keywords: Computer Assisted Pronunciation Teaching, IPA Transcription, Learner Autonomy, 
Learning Analytics 

Language(s) Learned in This Study: English 
APA Citation: Łodzikowski, K. (2021). Association between allophonic transcription tool use and 
phonological awareness level. Language Learning & Technology, 25(1), 20–30. 
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Introduction 

Challenges in Pronunciation Instruction 
Discredited since the 1970s, pronunciation instruction in the context of English as a Second Language (ESL) 
acquisition has returned to favour towards the end of the century (Pennington, 2015). Over the following 
two decades, a growing body of research has shown which pronunciation features should be prioritised at 
the segmental level (e.g. Jenkins, 2000; Munro & Derwing, 2006; Gao & Weinberger, 2018) and at the 
suprasegmental level (e.g. Munro, 1995; Rogerson-Revell, 2012, 2014). 

Despite these advancements, the teaching of pronunciation to ESL learners is still of secondary importance 
because the curriculum is traditionally dominated by other aspects of the English language and instructors 
do not have the proper training and resources (Pennington & Rogerson-Revell, 2019). This is especially a 
challenge for non-native ESL instructors who lack the confidence in their pronunciation skills (Bai & Yuan, 
2019). And even when non-native instructors report that they are comfortable with teaching pronunciation, 
observations show that their teaching is rather simplistic and reactive (Buss, 2016). This is echoed by 
research into the instruction of other languages, such as French and Spanish (Huensch, 2018). 

Role of Phonological Awareness in Facilitating Pronunciation Instruction 
Traditionally, pronunciation instruction would encompass implicit exposure to speech and explicit 

mailto:klodziko@amu.edu.pl
http://wa.amu.edu.pl/wa/en/
https://hdl.handle.net/10125/44748
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pronunciation drills. Most recently, a new strand of research and practice has focused on supplementing 
that with training in phonological awareness, such as the knowledge of how the phonological system of 
English as the target language is different from the phonological system of the learner’s native language 
(Wrembel, 2005). The underpinnings of this approach can be traced to theories of second-language 
perception, such as Best (1995), in which the central element is the interference between the two systems, 
and the resulting challenges in the perception, and therefore also the pronunciation, of target language 
sounds. 

One way of developing phonological awareness is by practising transcription based on the International 
Phonetic Alphabet (IPA). It is a skill that helps to consolidate various aspects of declarative phonological 
awareness and practical pronunciation ability (Mompean, 2017). Perhaps its main benefits are that it can 
help learners better understand the English phonological system (in comparison to their native system) and 
make them more aware of issues with spelling-to-pronunciation correspondence (Mompean & Lintunen 
2015). The less-detailed phonemic transcription seems to offer the best return on investment for beginner 
and intermediate learners who would like to work on segmental errors that impact intelligibility, for 
example, substituting consonantal phonemes (Gao & Weinberger, 2018). The more complex allophonic 
transcription is a better choice for advanced learners, such as the participants in this study, who want to 
work on the less salient features, such as aspiration of fortis plosives or word-initial epenthesis, in order to 
sound more native-like on top of being intelligible. 

The link between transcription and ESL learners’ phonological awareness is substantiated by research on 
native speakers of English in the context of communication disorders. For example, Robinson et al. (2011) 
showed that a pre-test of phonological awareness can predict native speakers’ difficulties in learning 
transcription, and Werfel (2017) showed that native speakers improved their phonological awareness after 
completing a transcription course. 

Computer-Assisted Transcription Training 
Despite all its benefits, transcription is still a rare teaching technique. This is partly because many teachers 
do not have the time needed to prepare engaging transcription exercises. Moreover, many learners get bored 
by the lack of variety or frustrated by the lack of feedback (García Lecumberri, Maidment, et al., 2003). As 
such, transcription is a great candidate for benefitting from automation through the use of computer 
software. 

The best example of an automated transcription tool designed for second-language acquisition is the Web 
Transcription Tool prototyped as a desktop application by Cooke et al. (2001). It was subsequently 
redesigned as a web application by García Lecumberri, Cooke, and Maidment (2003) and further improved 
in García Lecumberri, Maidment, et al. (2003). The tool contains phonemic transcription exercises for 
English, Spanish, Swedish and Romanian. It also supports selected connected speech processes and tries to 
provide learners with relevant feedback. The complexity of the tool requires the instructor to provide a 
reference transcription for each exercise. A notable mention is Jensen (2005); while it is not a transcription 
tool per se, it includes a variety of freely available simple transcription-related activities. 

Teachers and learners who would like to use allophonic transcription instead of phonemic transcription do 
not have much choice. Several free transcription tools are available online, but they only offer transcribing 
spelling into phonemic transcription. Some of them offer a limited selection of allophonic processes, for 
example, checking the transcription of ‘salt’ would show velarisation but not pre-fortis clipping. One could 
again turn to the field of communication disorders, where several systems were prototyped that combine 
perception tasks and allophonic transcription (e.g. Bruijn et al., 2011; Bates et al., 2010). However, the 
former tool is not freely available, and the latter covers only selected allophonic processes. Since none of 
the freely available tools were appropriate for automated practice of single-word allophonic transcription, 
this study relies on a custom tool (Łodzikowski & Aperliński, 2016). 
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The Study 

Purpose 
This study answers two research questions. First, how do advanced ESL learners use a supplementary 
allophonic transcription tool? Second, how is the usage of the tool associated with learners’ level of 
declarative phonological awareness? 

Tool Design 
Figure 1 shows the transcription tool used in this study. It is a simple web application written in HTML5 
and hosted at a university server. The logic of the application is based on conditional statements that reflect 
the rules of selected allophonic processes (e.g. a sound categorised as a vowel should undergo pre-fortis 
clipping if followed by a sound categorised as a fortis consonant). The descriptions of those rules were 
obtained from English phonetics and phonology textbooks, such as Cruttenden (2014), that formed the 
curriculum of the present course. Understandably, these textbooks are meant to give a broad descriptive 
overview of English speech, so the rules may be overgeneralised. 

 

Figure 1. Example input entered into the transcription tool. 

Note that the tool does not evaluate if the input is correct. If a learner enters a sequence of symbols that 
does not correspond to an actual word, for example <ðpt>, the tool will still provide an output that observes 
the phonetic rules for actual English words, for example [ð̥p̚t]. Similarly, if the learner enters the spelling 
form of a word, for example <neat>, the tool will incorrectly treat it as the phonemic form and provide 
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[neaʔt] instead of [niˑʔt]. 

Institutional Context 
The transcription tool was implemented as part of a blended-learning course in English phonetics and 
phonology taken by first-year students of English Studies at a Polish university. This obligatory course, 
which aims to increase learners’ phonological awareness, was offered alongside a four-semester practical 
pronunciation course that focuses on implicit exposure and drilling. The programme curriculum goes 
beyond intelligibility and focuses on achieving near-native pronunciation. 

The English phonetics and phonology course was conducted in a flipped classroom manner (i.e. the 
learners were asked to watch an instructional video and complete close-ended activities before showing 
up to class). Each week of the course covers a different topic. The first semester focused on the speech 
chain, the English phonological system and allophonic variation, and the second semester focused on 
connected speech processes and prosody. The course started in early October and ended in mid-June. 
The learners received access to the transcription tool in December, when the topic of allophonic 
transcription was first introduced. While transcription homework was obligatory, the use of the tool 
was voluntary. And while the learners were encouraged to use it, no particular pedagogical guidance 
was given, other than the instructions in Figure 1. 

While 70 learners were given access to the tool, the study focuses on the 55 learners who did not drop out 
before reaching the midterm test in the second semester. The learners were on average 20 years old, and 41 
of them were females. 

Data Collection and Cleansing 
The transcription tool contains a built-in data collection mechanism: A snippet of JavaScript tracking code 
executed by the user’s browser. Whenever someone visits the tool or clicks on the Submit button to request 
allophonic transcription, their browser sends a tracking message to a server running a free analytics 
application Piwik (Aubry, 2014). The Piwik database logs an event containing the following metadata: visit 
timestamp and duration, entered text (input), device information (e.g. screen resolution), and additional user 
information (e.g. approximate geographical information). Because the tracking code is executed by the 
browser, a small amount of errors is to be expected, for example, a visit is not logged if someone visits the 
tool and the browser window is closed because the browser crashes before the tracking script is executed. 

A separate process was used to identify learners across visits. This required an orchestrated onboarding of 
learners, so that their first visit to the tool was made from Moodle. A link to the tool was put on the Moodle 
course homepage, and a message was sent to each learner encouraging them to start using the tool. When a 
learner clicked on the link, Moodle passed that learner’s unique identification (Learner ID) to the tracking 
code sent to Piwik, which assigned that Learner ID to its own unique tracking identification (Visitor ID), 
and then asked the browser to store that Visitor ID in a cookie. As a result, even if that learner made 
subsequent visits to the transcription tool directly (e.g. by bookmarking the address), he or she had the same 
Visitor ID. If the learner cleared browser cookies, the relationship was re-established the next time the 
learner visited the tool from Moodle. In the meantime, Piwik guessed the visitor by device fingerprint (e.g. 
device type, operating system, screen resolution, browser type and plugins, IP address, etc). The risk of 
cookie loss means this data collection method is not infallible. However, it provides a good balance of 
reliability and ease of use, compared to adding an extra sign in screen. Moreover, an exploratory analysis 
of the log data did not reveal any patterns suggesting that learners were misidentified. For example, 
everyone who accessed the tool from a new device did it from Moodle, which established the relationship 
between Learner ID and Visitor ID, and which created the device fingerprint. Furthermore, in the 
accompanying demographic survey, all learners stated that they owned a personal computer or mobile 
device, so it is unlikely they used a public computer for homework. It is similarly unlikely that they 
frequently cleared browser cookies because that would require them to repeatedly sign into Moodle and 
possibly other web services like social media or email. One unavoidable scenario of misidentified 
transcriptions would be if one learner shared a personal device with another learner, for example during 
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classroom pair work. 

Expectedly, the online log data collected for this study required some pre-processing. Based on summary 
statistics, a number of outlier entries were identified and examined. For example, 16 visits with legitimate 
inputs showed a duration of 0 seconds. After a careful inspection, these tokens were interpreted as legitimate, 
and they were included in the analysis. Other outliers were entries that contained phrases instead of single 
words. This is probably because some learners wanted to use the transcription tool for practising connected 
speech processes, which it does not yet support. These entries were excluded from the analysis. The data 
cleansing and subsequent modelling was done in R (R Core Team, 2018) and RStudio (RStudio Team, 
2016). The data and code that generated the findings are available at bit.ly/phontrans_analysis. The source 
code for the transcription tool is available at bit.ly/phontrans_webapp. Please note that deploying the app 
to a server requires software engineering skills, so most teachers will need to ask their school IT 
administrator for assistance. 

Findings 

Transcription Study Patterns 
Of learners who were given access to the transcription tool, 91% visited it at least once. Of those learners, 
about 51% visited it five or more times, and about 16% more than ten times. The learners entered a total of 
3,119 inputs over the course of 312 visits. The median number of inputs per visit was four (1st quartile = 
one; 3rd quartile = 12). The median duration of a visit was about 8 minutes (1st quartile about 1 minute; 3rd 
quartile about 23 minutes). 

Figure 2 shows the distribution of visits across the period from when the transcription tool was made 
available midway through the first semester (December) until the end of the second semester (June). 
Overlaid are the dates of selected assessments relevant to this study. In the first three post-class quizzes and 
the midterm test, phonemic transcriptions of words were provided, and learners needed to mark the relevant 
allophonic processes. The activity type and rubric were the same as in classroom practice, but the examples 
were different. The midterm contained additional transcription activities (e.g. the learners needed to choose 
the correct allophonic transcription out of three provided—example: ‘crude’ [kɹ̥uːd̥], *[kʰɹuˑd̥], *[kɹ̥ʉˑd̥])—
or the learners needed to correct the provided phonemic transcription of a word—example: ‘throughout’ 
given as */θruwˈɑʊt/). The words did not appear in previous practice or quizzes. The final assessment 
relevant to this study is the post-class quiz on phonotactics. Learners needed to decide if five non-words 
were acceptable from the point of view of English phonotactics, and justify their decision (e.g. /skrɔː/ is a 
licit onset because it occurs in a word such as ‘screen’) 

By examining Figure 2 from the left, we see spikes in visits to the tool in December and January, 
around the dates of the three quizzes. We then see that learners continued practising with the tool 
between late February and early March, even though the topics covered during that period (connected 
speech processes and weak forms) required only phonemic transcription. This could be because 
allophonic practice helped the learners understand the connected speech concepts or, more likely, 
because they wanted to continue practising allophonic transcription before the midterm test in April. 
The midterm was also preceded by a spike in visits. Most of the longer periods of inactivity are due to 
holidays. 

Figure 3 shows that about 9% of visits were made from mobile devices (of which just one was from a 
tablet), and that these usually occurred during the day. Most likely, this activity was generated by learners 
who used the tool in the classroom. Desktop visits were made mainly in the evening, and some learners 
studied well into the night. We do not show another interesting segmentation, namely that some learners 
visited the tool relatively regularly, while others visited it only a couple of days before assessment. 

https://bit.ly/phontrans_analysis
http://bit.ly/phontrans_webapp
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Figure 2. Course-wide distribution of learners’ 312 visits to the transcription tool. Note that one learner 
could make more than one visit per day, so the first bar on the left represents a total of seven visits made 
by a total of six learners (not shown). 

 

Figure 3. Distribution of times of day at which learners visited the transcription tool from desktop browsers 
(top) and mobile device browsers (bottom). For clarity, the figure shows all 312 visits overlaid on one chart, 
i.e. as if they occurred on one day. 

Of the 3,119 inputs, 68 were non-words written in phonemic form. The remaining inputs were mainly words 
written in their phonemic forms, and some words written in their spelling forms. Words in their phonemic 
forms were manually mapped to their spelling forms, so that summary statistics could be calculated. This 
was done for two reasons. First, some words were over-represented because learners entered the same word 
multiple times, either by accident or to see how the resulting allophonic transcription looks with different 
settings enabled (e.g. with or without glottal reinforcement of /t/ and /tʃ/). Second, some words were written 
using the standard (Gimson’s) IPA scheme for English (so that ‘bet’ is transcribed as /bet/) and some using 
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a modified (Upton’s) IPA scheme (so that ‘bet’ is transcribed as /bɛt/). While the former scheme is required 
of the learners in the phonetics course, some of the materials used by the learners in the practical 
pronunciation course may have used the latter scheme. The mapping to spelling showed that out of the 
3,051 word inputs, 1,105 were distinct words.  

The 15 most frequently entered words account for 10.29% of all entered words. These are: ‘potential’ 
(1.57%), ‘cute’ (1.21%), ‘twelfth’ (0.72%), ‘grandchild’ (0.69%), ‘alcohol’ (0.66%), ‘bead’ (0.66%), ‘love’ 
(0.59%), ‘be’ (0.56%), ‘beat’ (0.56%), ‘guilty’ (0.56%), ‘spoilt’ (0.52%), ‘supermarket’ (0.52%), ‘pat’ 
(0.49%), ‘rescue’ (0.49%), ‘try’ (0.49%). Many of the 50 most frequently entered words appeared on in-
class transcription worksheets. On the one hand, this is a positive surprise because it shows that the learners 
used the tool for the reason it was designed (to supplement out-of-class practice in the phonetics course). 
On the other hand, after each class the learners always received the worksheet answer key anyway, so using 
the transcription tool mainly to check answers to worksheets is a rather limited use. 

Association Between Tool Use and Phonological Awareness Level 
We will construct a linear regression model that predicts a learner’s midterm test score based on that 
learner’s usage of the transcription tool. Observations following the test date (April) were excluded. The 
control variables included sex and prior achievement (scores from written and oral Matura, i.e. secondary 
school final exam). Initially, group was added as a random variable but then it was removed because it did 
not explain any more variance. Figure 4 visualises the model’s fixed effects. While all associations are 
rather weak (R² = 0.56), three of them are worth noting. First, learners who visited the transcription tool at 
least once were observed to score higher on the midterm test by 5.03 percentage points, 95% confidence 
intervals [-10.61, 20.67], after controlling for sex and prior achievement. Second, while the total number of 
visits to the tool showed, unexpectedly, a slightly negative association with midterm scores, it seems that 
the spacing of the visits was more important. This was measured by looking at distinct days of visit, e.g. 
visiting the tool once on Monday and once on Tuesday yields a higher number of distinct visit days than 
visiting it twice on Monday. We see that each additional distinct visit day is associated with an increase in 
the expected midterm test score of 2.62 percentage points, 95% CI [-3.25, 8.49]. Third, each additional 
second spent during an average visit is associated with an increase in the expected midterm test score by 
0.01 percentage points, 95% CI [-0.00, 0.01]. While this may seem small, note the average visit duration 
was 14 minutes and 34 seconds. Another explanation for the rather weak model fit is that some learners 
used the transcription tool in the expected way (entering legitimate transcriptions from worksheet examples) 
but did not show the expected improvement because their overall course performance was at the bottom 
quartile of the class, possibly due to their overall low ability or aptitude. 

We will now discuss one unexpected finding. The analysis of the transcription tool logs showed a creative 
use of the tool, namely entering non-words. The context for this is that when the learners first started 
studying allophonic processes, they were advised to practise marking those processes on non-words. The 
reason for that was that such practice could help reinforce the learners’ intuition about the fact that the 
presence of a phonetic process depends on the phonetic composition of a word (e.g. a consonant cluster 
will likely involve a change in how the consonants are released). It is unclear, however, why some learners 
wanted to transcribe the non-words. The transcription tool is agnostic of phonotactic constraints, and it does 
not give any feedback regarding licit and illicit onsets and codas. Most of the non-words came from the 
practice worksheet for the phonotactics course topic. 

To further investigate this behaviour, a linear model similar to the one in the previous paragraph was built, 
with the difference that the outcome variable is the phonotactics quiz score, and a new variable was added 
indicating whether a learner entered three or more non-words over the course of using the transcription tool. 
The threshold was chosen arbitrarily based on the distribution of the data. While this model showed a weak 
fit (R² = 0.3), it predicted an increase in the phonotactics quiz score of 31.15 percentage points, 95% CI [-
13.06, 75.36], for those learners who entered a total of three or more non-words. This could mean that those 
learners who obtain an understanding of allophonic processes have a more intuitive understanding of which 
combinations of sounds are licit and which are not. This incidental finding is important in the light of Gao 
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and Weinberger (2018) who showed that syllable-level errors such as illicit elision of plosive in phrases 
such as ‘ask her’ are an important source of accented speech. 

 

Figure 4. The association between midterm test score and transcription tool usage. Whiskers show 95% 
confidence intervals. The bottom fixed effect shows the estimated decrease in midterm test score for 
learners who did not use the tool. 

Conclusion 

Summary of Findings 
This work is a practical investigation of ideas posed by previous researchers who pointed to studying IPA-
based transcription as one of the best ways to improve learners’ phonological awareness. Undergraduate 
students of English studies at a Polish university were given access to a custom-designed IPA-based 
allophonic transcription tool to supplement a two-semester course in English phonetics and phonology. 
Based on a linear regression model, for the 91% of learners who visited the transcription tool at least once, 
we estimate an expected increase in the midterm test score of 5.03 percentage point, 95% CI [-10.61, 20.67]. 
Moreover, we observed that the total number of visits to the tool is less important than the self-regulated 
spacing of those visits; each additional distinct day with a visit was associated with an increase in the 
expected midterm test score of 2.62 percentage points, 95% CI [-3.25, 8.49). Additionally, we saw that 
some learners used the transcription tool for entering non-words, which could help them in grasping the 
rules of English phonotactics, although this association is weak and needs further investigation. Due to the 
limitations of this observational study, the claims presented here are associative and directional rather than 
causal and definitive.  

Implications 
While the transcription tool described here was borne out of necessity, this research was conducted out of 
curiosity, and it is reported here in the spirit of highlighting the role of IPA-based transcription in ESL 
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pronunciation acquisition. It is hoped this study will inspire instructors to implement transcription exercises 
in their curricula, even if they are in the form of simple paper and pencil activities. In fact, instructors 
willing to start this practice do not need to create time-consuming worksheets with answer keys. The 
simplest solution is to seek example worksheets online or in dedicated textbooks such as Tench (2011), or 
to find sources of annotated authentic speech in such corpora such as The Speech Accent Archive 
(Weinberger, 2015). 

Those instructors who would like to leverage such automated transcription tools as those described in this 
study are encouraged to review the References section. Some solutions are publicly available and can be 
easily implemented in an existing course. At the moment, the allophonic transcription tool described here 
is not available publicly. However, the code repository is available to anyone who would like to host their 
own instance of the application, or to modify it.  

Regardless of whether the instructor chooses manual or automated transcription practice, the effort will be 
worth it. As Pennington and Rogerson-Revell (2019 p. 202) said:  

Learners and teachers need to be aware that developing pronunciation skills, from individual sounds to 
discourse-level intonation patterns, is a gradual process of acquisition involving all of these subskills, 
rather than just correcting the odd individual pronunciation error in an isolated listen-and-repeat session. 
The ultimate aim is for learners to be able to recognize and correct their own errors rather than rely on 
the teacher to do so, thus developing learner autonomy. 

IPA-based transcription has the potential to increase such autonomy by equipping learners with a 
framework that facilitates the identification and correction of errors. 

Future Research and Practice 
Regarding future research and development of such transcription tools, a welcome addition to this and 
similar tools would be simple ear-training activities along the lines of those proposed by Ashby et al. (2009). 
A good example of how these ideas could be implemented is the freely available WebFon web application 
(Bates et al., 2010), which allows its users to listen to authentic recordings of speakers with developmental 
speech disorders and juxtapose them against transcriptions. 

Once such online transcription tools become more popular, instructors should be able to leverage the power 
of data to inform their decisions. Just like with learning management systems such as Moodle, the 
immediate use case for tracking real-time learner performance data is identifying learners who struggle 
with a given part of the material (in this case, particular phonetic processes). The long-term use case is the 
ability to inform curriculum design by reviewing aggregated data on the most common errors and (a)typical 
usage patterns.  
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Chapter 2
Generative AI and Its Educational 
Implications

Kacper Łodzikowski , Peter W. Foltz , and John T. Behrens 

2.1  Introduction

Over the last 50 years, each decade can roughly align with the application of trans-
formational technology that dramatically impacted daily life across societies. The 
1970s brought the semiconductor, and the 80s the personal computer. The 1990s 
brought the World Wide Web, the commercial use of the Internet, open-source soft-
ware sharing models, and open standards for technology diffusion. The 2000s 
brought online search, e-commerce, and the scaling of the ideas and tools from the 
previous decade, fueling the evolution of the passive consumption-oriented Web 1.0 
into the increasingly interactive and participatory Web 2.0. The 2010s witnessed the 
proliferation of mobile devices and the growth of social media platforms, both of 
which contributed to the unprecedented accumulation of digital data. That decade 
also brought dramatic advances in data science and computing concerning the 
application of Artificial Intelligence (AI) for prediction and classification. This has 
led to a broad range of commercial applications of AI, such as virtual assistants 
enhanced by natural language processing (e.g., Amazon’s Alexa), nearly autono-
mously driving cars, as well as decision support systems for healthcare, finance, and 
many other industries.
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Writing this chapter in the spring of 2023, we believe we are on the cusp of the 
next wave of transformational technology that, like previous waves, appears both 
fantastical and naturally progressing. We have little doubt that when the 2020s are 
characterized in the future, they will be described as the ‘decade of AI’. While AI 
has been evolving for decades, the field has taken a significant leap forward in the 
last year with the general availability of generative AI (GAI). This new area of AI is 
a collection of technologies in which computer systems use AI techniques and large 
amounts of data to generate texts, images, sounds, videos, or their combination. The 
most well-known product from this class of technologies is ChatGPT, which became 
a near overnight sensation upon its release on the last day of November 2022 
(Brockman 2022). It reached 100 million monthly active users in just 2 months (Hu 
2023). Nearly simultaneously, its underlying functionality was implemented in a 
wide range of technology products produced by Microsoft with similar functional-
ity soon followed by Google and others. While less widely covered, technical capa-
bilities for image generation from text instructions have also made dramatic 
improvements. Tools such as Midjourney allow users to generate photorealistic 
images that are sometimes impossible to distinguish from actual photographs, creat-
ing economic opportunities and social challenges.

This current wave of GAI tools is different from prior waves in a number of 
practical ways. First, because it is building on top of prior technological waves, the 
rate of functional improvement is dramatically faster than we have seen in the past. 
The number of new articles referring to ChatGPT in the open-access paper reposi-
tory arXiv grew from 25 in January 2023 to 772 in June 2023. This growth is enabled 
by the ability of researchers to (1) easily access state-of-the-art AI tools, (2) com-
municate with others widely and rapidly regarding findings, and (3) benefit from 
prior advances in open-source software characteristics, including common libraries, 
languages, and systems for sharing (e.g., the computer code repository GitHub). 
While we believe the impact of GAI as an underlying platform for many activities 
will match that of the Internet in the next decade, the rollout and impact will be 
dramatically faster as the AI evolution benefits from the existence of the Internet 
and related technologies, which the Internet itself could not benefit from.

Second, this wave supports the specialized behavior of text generation (i.e., writ-
ing) and image generation (i.e., visual communication) in ways previously only 
attributable to humans and useful in the daily life of a great swath of society. 
Historically, automation technologies have largely affected blue-collar workers, 
especially in such industries as agriculture, manufacturing, and administration—
and this was also the case with computerisation in the second half of the twentieth 
century (Frey and Osborne 2017). And while the past two decades of AI advance-
ments have not negatively impacted the overall job market due to AI adding some 
jobs on top of replacing others (Handel 2022), GAI is different in that it is also 
expected to also impact white-collar jobs by automating such activities as sales and 
marketing content creation, customer service, or software development 
(McKinsey 2023).

Third, this widespread impact brings numerous social conflicts and confusions 
between the activities of humans and machines that we have not seen before. For 
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example, while autonomous vehicles have been available for years, they are experi-
enced by few and their impact is not perceived widely, not least due to their cost or 
regulation. However, the ability for virtually everyone to use freely-available, 
unregulated AI tools to generate writing or images whose provenance may be indis-
tinguishable from human artifacts upends numerous social expectations and norms. 
This has already led to discussion about academic integrity (Cotton et al. 2023) and 
AI literacy (Anders 2023), confusion over the use of some tools in highly sensitive 
legal situations (Weiser 2023), and even concerns about the long-term impact on 
modern societies writ large (Lukpat 2023).

In light of these rapid and significant changes, this chapter aims to provide the 
reader with an overview of text-related GAI technologies in four sections. First, we 
provide an overview of how AI relevant to education has evolved and a gentle intro-
duction to how current technologies work. In the second section, we discuss how 
such systems can be, and are being, applied in learning contexts, followed by a third 
section in which we note a number of the larger societal issues that will impact AI 
in education. We conclude the chapter with recommendations for educational 
researchers. While GAI is a class of software that includes a broad range of systems 
including text-to-text generation, text-to-image generation, text-to-video and other 
combinations, in this paper we focus on text-text generation (such as ChatGPT) as 
that is the area with which most readers will be familiar and which, we anticipate, 
will have the broadest base of use in education in the near future.

2.2  Understanding Language-Based GAI Systems

To help the reader appreciate the complexities of GAI systems, we start with an 
overview of how the design of AI systems has evolved over the years. Since its birth 
after World War II, the field of AI has seen several cycles of growth and stagnation, 
often described in terms of technological breakthroughs and funding for commer-
cial and academic endeavors (see e.g., Russell and Norvig 2022).

2.2.1  Previous-Generation AI: From Rule-Based 
to Data-Driven

An early example of this approach is MYCIN (Shortliffe 1976), a dialogue-based 
system designed to aid physicians in diagnosing and treating bacterial infections. 
By posing close-ended questions to the physician, MYCIN simulated human expert 
decision-making using explicit rules (e.g., ‘If the patient is febrile, apply drug X’) 
and experience-based heuristics (e.g., ‘If the blood test shows X and Y, then it is 
moderately suggestive that the bacteria is Z’). Although such expert systems per-
formed satisfactorily in well-defined domains and straightforward cases, they 
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struggled with complex real-world scenarios that fell outside their predefined rules 
and included elements of uncertainty. Moreover, the labor-intensive process of 
encoding the vast knowledge of human experts into hundreds of rules was a 
bottleneck.

In the realm of education, this wave introduced intelligent tutoring systems that 
could dynamically track student knowledge, apply contextual tutoring strategies, 
and provide scaffolded support (e.g., Anderson et al. 1995; Sleeman and Brown 
1982). For example, a variant of MYCIN called GUIDON (Clancey 1984) could 
engage a student in a mock dialogue about a patient’s condition and give feedback 
on the chosen treatment. The system was proficient in remembering and applying 
rules and could understand and analyze the learner’s input within the boundaries of 
its hand-programmed knowledge. However, it struggled with evaluating ambiguous 
cases and was unable to create novel solutions not encoded in its database.

In the late 1980s, the second wave of AI introduced a shift from rule-based sys-
tems to data-driven machine learning systems. In this approach, the system identi-
fies meaningful patterns in historical data and uses those patterns to generate rules 
for automated decision-making in the future. The role of the domain expert shifts 
from specifying the logical beliefs of experts to collecting relevant real-life data and 
pre-selecting (or ‘engineering’) data features (also called ‘variables’ or ‘attributes’ 
in the social sciences) likely to predict the outcome in question. Then, an algorithm 
ingests the features and goes through a cycle of ‘learning’ (also known as ‘training’) 
to produce a model which is used for prediction (also known as ‘inference’).

In the education space, this wave brought commercial-grade systems for auto-
mated formative and summative assessment. For example, the Intelligent Essay 
Assessor (Foltz et  al. 1999) removed the burden of manual essay grading from 
teachers and provided learners with just-in-time feedback. Compared to a first-wave 
AI system, such a system was more robust in analyzing and evaluating learners’ 
work products. This is because it no longer relied on manually crafted expert rules 
that could not cover the wealth of real-life situations.

The third wave of AI (from around 2011) introduced deep learning as a subfield 
of machine learning. Deep learning systems learn from data without requiring 
explicit feature engineering by domain experts. For example, to recognize handwrit-
ing, a deep learning system only needs a sufficiently large number of labeled pic-
tures representing each handwritten character. This is made possible by a family of 
algorithms known as artificial neural networks, which are roughly inspired by the 
interconnected neurons in the human brain. In the 2010s, the capabilities of these 
deep learning models catalyzed the development of consumer-grade AI systems, 
such as automated labeling of photos on social networking platforms, speech recog-
nition on mobile devices, and automated translation across multiple languages. As 
these AI-enabled tools became widely available, they propelled AI into the public’s 
consciousness. Within the education industry, a new breed of self-study AI compan-
ions incorporated deep learning to offer more natural ways for the human to interact 
with the machine. For example, using Aida Calculus (Pearson Education 2019), 
learners could take pictures of their handwritten math problems to get step-by-step 
feedback on the process rather than just the final answer.
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2.2.2  Educational Applications of Previous-Generation AI

At this point, we can see that attempts at applying AI in education are not new. 
Previous-generation AI-based educational systems have been deployed for large- 
scale assessment, classroom and individual tutoring systems, and teacher support. 
Studies have shown that intelligent tutoring systems can raise student test scores 
0.66 standard deviations over conventional classroom training and be as effective as 
expert tutors (e.g., D’Mello and Graesser 2023; Kulik and Fletcher 2016; VanLehn 
2011). AI-based automated essay scoring has been used operationally since the 
early 2000s to grade high-stakes exams as well as provide students with instant 
feedback (e.g., Yan et al. 2020).

While successful, however, these AI-based educational approaches have had 
strong limitations. First, they have often been rule-based or trained on specific top-
ics which can be inflexible and difficult to adapt to new situations. Second, they had 
limited natural language processing capabilities, resulting in more stilted, non- 
human- like language interactions. This has also limited systems to focusing less on 
higher-order thinking skills such as reasoning, argumentation, or collaboration. 
Third, while there has been research on multimodal processing, few incorporated 
modalities such as eye-gaze, gestures, facial reactions, or emotion detection, which 
can provide a deeper understanding of the learning context. Finally, automated edu-
cational systems have been expensive to build, often requiring collecting hundreds 
or thousands of hours of student interaction data to train models for specific domains 
or have needed content experts to code knowledge and design the interactions. 
Thus, while much has already been achieved in AI-driven educational systems, it is 
important to consider what GAI enables that can accelerate the advancement.

2.2.3  Pathway to GAI

The current wave of GAI (originating around 2017) can be considered an extension 
of deep learning. For the past two decades, the AI research community has demon-
strated that the quality of machine learning models, including deep learning models, 
tends to improve with their ‘scale’, defined as the amount of data available for 
model training and the computational resources required to process that data (e.g., 
Halevy et al. 2009; Sun et al. 2017). However, researchers soon encountered a time, 
cost, and quality bottleneck in the form of data collection and labeling. For example, 
building a neural network for detecting toxic social network posts required a dedi-
cated data team to meticulously label thousands of historical posts as toxic or non- 
toxic, so that the AI could mine those examples for patterns and create generalized 
rules for classifying future posts. This forced a shift in approach: instead of relying 
on painstakingly curated datasets, researchers began experimenting with large, 
unstructured, and unlabeled datasets. They quickly turned to Internet-derived text, 
such as web pages, online encyclopedias, discussion forums, or digital books. This 
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coincided with the development of a new neural network architecture called the 
transformer (Vaswani et al. 2017), which allowed for faster processing of large text 
files. Coupled together, these two developments paved the way for the ‘large’ lan-
guage models we see today.

At the training stage, the goal of a language model is to find patterns in texts in 
order to learn language patterns. In the 2000s, a language model could predict and 
correct words typed in a text message. In the 2010s, a deep learning-based language 
model could use its capability to predict language to generate grammatically correct 
passages in the style of Shakespeare plays (Karpathy 2015)—albeit coherence 
degraded with longer generated texts. A breakthrough came with Generative Pre- 
trained Transformer-2, or GPT-2 (Radford et al. 2019), which was able to not only 
generate plausible language but also perform a wide range of tasks, such as docu-
ment summarization, question answering, or translation. We should note that, even 
though GPT-2 could carry out a surprisingly wide array of tasks, its performance did 
not exceed that of humans or specialized AI systems of the time. For example, its 
cross-language translations were of lower quality than those of a specialized 
AI-based translation system developed for years using dedicated translation datas-
ets. However, it demonstrated the feasibility of moving away from the established 
practice of developing multiple narrow-domain language processing systems 
towards a new paradigm of developing a single general-purpose system, or a ‘foun-
dation model’.

GPT-2 was followed by GPT-3 (Brown et al. 2020), which approximated human- 
level performance on certain tasks and which was used, with modifications, in 
ChatGPT (OpenAI 2022). In the spring of 2023, ChatGPT was upgraded with 
GPT-4 (OpenAI et al. 2023), which exceeded human-level performance on certain 
tasks (Bubeck et al. 2023), including beating specialized translation systems (Jiao 
et al. 2023).

2.2.4  Capabilities of Current-Generation Large 
Language Models

While the capabilities of present-day large language models are still being explored, 
there are two main characteristics that distinguish them from previous-generation 
language models. The first is that they learn tasks from training data without super-
vision, that is, without humans specifying the things the models should learn apart 
from their basic goal to learn to generate sentences word-by-word. This unsuper-
vised task learning capability emerged because the Internet is a treasure trove of 
real-life task demonstrations, and feeding a sufficiently large amount of such data 
into a transformer model allows it to learn not only the structure of language(s), but 
also the characteristics of the featured tasks.

For example, if the training dataset includes text sources that feature the same 
sentences in English and French (e.g., language learning textbooks, fan translation 
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websites, multilingual versions of the same document), then the language model 
will not only learn how to generate plausible English and French, but also what 
humans mean when they ask for a ‘translation’. The unsupervised nature of training 
means that these models have learned to pick up more nuanced features of human 
language uses and contexts manifested in the data, such as sarcasm, sentiment, or 
cultural references. Consequently, current-generation language models not only 
complete tasks, but do so in a more human-like and contextually-appropriate way 
than ever before.

The second foundational capability is a human-like ability to learn how to per-
form tasks according to text-based commands, or ‘prompts’. For example, while 
training an earlier-generation AI model to identify toxic social media posts would 
have required showing it thousands of examples, one now can provide a large lan-
guage model with just a few example posts (real or fabricated) and it should be able 
to classify future posts based on those examples. This capability emerged because 
large language models were trained on increasingly larger and more varied text 
datasets, which allowed them to create representations of human reasoning and 
behavior demonstrated in the data, including learning from instructions.

A trained model holds information that allows the production of language writ 
large, along with information on how to carry out tasks. When this general capabil-
ity is combined with new, more specific information, such as examples of toxic 
posts, the system behaves in a manner that looks as if the system has integrated the 
principles of broad reasoning with specific information. The user can provide sup-
porting instructions on how to execute the task and provide the model with feedback 
on how it should adjust its outputs. This practice of ‘prompt engineering’ enables 
people without extensive programming skills or computational resources to effec-
tively ‘program’ their own copy of an AI model. In a way, this brings us back to the 
era of humans encoding their knowledge and preferences into AI systems, albeit not 
through manual programming of handcrafted rules, but by providing instructions 
and examples in natural, everyday language.

2.2.5  From Research to Application

As the general-purpose capabilities of large language models grew, AI developers 
began to adapt them to more specific uses, such as chatbots. For example, ChatGPT 
(OpenAI 2022) does not use the base GPT-3 model alone, but combines it with 
additional software and modified model layers focused on conversational interac-
tions. The modification was needed because GPT-3, while capable, is not fully 
aligned to societal expectations due to its propensity for bias, toxicity, and misinfor-
mation (e.g. Lucy and Bamman 2021; Weidinger et al. 2022). This is because the 
model does not actually understand the text it generates in the same way that humans 
do—it mainly mimics previously seen texts. The performance of the model varies 
significantly according to the type of task given and its relationship to the training 
data. When it receives a prompt about a topic that was only briefly mentioned in its 
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training data, it may generate text that is not aligned with reality. In contexts where 
creativity or novelty are valued, this may be a valuable characteristic. In contexts 
where facts are involved, however, such errors are called ‘hallucinations’ and are 
typically disregarded—though it is incumbent upon the human end-user to make the 
distinction. Accordingly, in many contexts the systems require targeted fine tuning 
to teach the system the most important information until it reaches the necessary 
threshold of accuracy or sustained human (or other computing agents) in the loop 
for risk mitigation.

To align models with human expectations of task performance, AI developers 
employ a few key techniques at the intersection of computer science and data sci-
ence. One such technique is instruction tuning, which involves training the model 
on smaller curated dataset that consist of prompts and corresponding desired out-
puts, such as examples of how to give helpful and safe relationship advice (e.g., 
Zhou et al. 2023). Another technique is reinforcement learning from human feed-
back (Ouyang et  al. 2022). In this approach, the model is trained to adapt its 
responses based on feedback it receives over time. For example, if the model pro-
vides a response that is factually incorrect or inappropriate, it can be corrected, and 
that correction is factored into its future interactions. A more fundamental approach 
to minimizing harmful model behavior is to train it on a dataset of higher quality, 
such as websites known for factual accuracy (e.g., Touvron et al. 2023).

Other strands of research focus on finding strategies for interacting with models 
to reliably obtain truthful outputs (e.g., Bubeck et al. 2023). For example, when 
consulting a generative chatbot for answering fact-based multiple-choice questions, 
it may be more beneficial to ask the model to explain its reasoning before trusting 
its correct answer choice (Bowman et al. 2022). Another emerging practice involves 
prompt engineering templates, that is, proven strategies that maximize the chance of 
obtaining desired outputs, such as asking the model to generate probing questions 
until it collects adequate information to deliver a relevant response (White et al. 
2023). The field is also witnessing developments that enhance the capability of GAI 
systems to retrieve information from trusted sources. For example, systems such as 
Toolformer (Schick et al. 2023) can call upon other models or databases to provide 
factual information or perform complex calculations.

As we look forward, the horizon of large language model research is widening 
beyond just natural language. Models trained on computer code datasets, such as 
Codex (Chen et al. 2021), can be prompted to generate entire computer programs. 
Multimodal models, such as Kosmos-1 (Huang et al. 2023) or GPT-4 (OpenAI et al. 
2023), can process and generate more than one type of data. For example, the user 
can upload an image and the model can describe it. This broadens the ways in which 
they can understand and interact with the world, addressing one of the fundamental 
concerns behind text-only language models, namely that their understanding of 
reality is only grounded in what can be represented in text form.
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2.3  Opportunities and Applications

2.3.1  Interaction and Assessment in Education

To examine where advancements can be made from GAI, we consider two key fac-
ets that comprise education and work together to create an effective educational 
experience: interaction and assessment. Much of education comprises a multiway 
multi-modal interaction between learners and agents (e.g., other learners, instruc-
tors, or responsive educational artifacts such as ITSs). An agent can be conceived as 
a ‘system situated within and a part of an environment that senses that environment 
and acts on it, over time, in pursuit of its own agenda and so as to effect what it 
senses in the future’ (Franklin and Graesser 1997). For example, in a learner- 
instructor face-to-face dialogue, an instructor can question the learner, dynamically 
adapt their responses to the level of the learner, and provide visual, auditory, ges-
tural, and emotive responses. Thus, the agent can sense the state of a learner and 
choose responses that can be most effective for impacting a student’s learning.

On the other hand, much of education is an interaction between learners and 
static materials (e.g., books, manuals, web pages). For example, a book is carefully 
crafted by the author so that each paragraph follows coherently from the next with 
an organized structure that is oriented to providing new information at a rate that 
can be absorbed by the reader within their zone of proximal development (e.g., 
Vygotsky 1978). However, it does not adapt itself to differing learning contexts or 
learner levels.

In order to be effective in interacting with a learner, an agent must be able to 
perform an assessment. Assessment in education means being able to infer attri-
butes of the learner through observation of their performances and activities in natu-
ral or controlled contexts (e.g., Behrens and DiCerbo 2014). It, therefore, provides 
the means for an agent to sense the environment (e.g., the state of the learner in 
relation to the learning situation) and guide how best to act upon the learner’s state. 
Assessment is critical for evaluating learning, guiding instruction, knowing when to 
provide feedback, tracking progress, as well as measuring accountability of educa-
tional systems. Within digital environments, assessments can be embedded and inte-
grated as part of the natural learning experience.

Furthermore, assessments deriving from a variety of digital experiences can be 
combined to make inferences about student ability over longer time frames (e.g., 
DiCerbo and Behrens 2012). To accomplish this, the types of assessments must be 
aligned with the tasks being performed by the learners. While multiple choice and 
fill-in-the-blank type assessment items have been widely used and are easy to auto-
matically score within digital learning environments, they often reduce the com-
plexity of the activity to match the scoring format rather than considering how richer 
inferences can be extracted from more complex tasks and responses.

Analyzing information from complex performances, such as speaking, writing, 
and the logging of process data is difficult for both humans and computers. However, 
automating these assessments enables the integration of more complex 
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performances within learning environments (e.g., Behrens et al. 2019). Over the 
past 30 years, there has been great advancement in applying AI for assessing writ-
ing, analyzing spontaneous speech within tutoring contexts, and mining process 
data (see Koedinger et  al. 2015; Yan et  al. 2020; Zechner and Evanini 2019 for 
reviews). These advances have allowed the development of more interactive learn-
ing systems in which the assessments are embedded as part of the performance. 
These systems include interactive dialogue-based tutoring, automated assessment 
of writing with instant formative feedback, and tracking and feedback on teams 
performing collaborative tasks. Yet, the AI-based assessment techniques that are 
used typically require collecting a large number of samples of student performance, 
hand-scoring them, and then using machine learning techniques to train an AI model 
to learn to score them automatically. This limitation has confined the applicability 
of AI to areas where data collection is straightforward, interactions can be hand- 
designed, and human coders can easily characterize performance.

The advent of GAI, however, promises to greatly transform assessment method-
ologies, addressing many of the limitations currently faced in the field. Whereas 
automating assessment has required handcrafted models and training data, now, 
with its broad domain knowledge and ability to generate learning experiences 
through prompting, GAI can be easily implemented by teachers and developers 
without advanced AI training and can be used in many domains. For one, when 
provided with spoken or written language from a learner as input, it can characterize 
multiple qualities of a learner’s language and cognitive abilities. It can also integrate 
multimodal data, such as speaking, writing, facial emotions allowing for a more 
personalized understanding of a student’s strengths and weaknesses.

Additionally, GAI can be instructed to adhere to a particular rubric, providing an 
objective and standardized means of evaluation through prompt engineering. By 
writing a carefully crafted prompt, an educational designer can instruct the AI to 
assess consistently, thereby reducing inconsistencies in grading that may arise due 
to limitations in human assessment capabilities, such as the need for training, and 
the requirement of continued human attention. Furthermore, assessment through 
GAI not only provides a measurement but can also give meaningful explanations for 
each assessment, fostering understanding and transparency in the evaluation pro-
cess. Lastly, different types of language models can be applied across different writ-
ten and spoken languages as well as software code, making it a versatile tool in 
multilingual education environments as well as for learning programming skills.

2.3.2  GAI for Complex Performances

The advent of GAI presents an opportunity to overcome the above-mentioned hur-
dles and provide agency for interactivity and assessment in educational technolo-
gies. The nature of the prior training of GAI means that the automation of digital 
interactive learning experiences does not have to be as hand-crafted or developed 
through collection of large amounts of prior training data that is specific to the 
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contexts. Thus, the foundation models in GAI provide a means to jump off into new 
educational innovations, much in the same way that the Internet suddenly allowed 
data interchange, which resulted in many new forms of knowledge sharing which 
have become the primary means for communicating and collaborating. For exam-
ple, prior generations of AI question/answering systems would have required pains-
taking training of the dialog system with numerous specific examples of acceptable 
or partially acceptable responses. The new large language models come pre-built 
with that language assessment functionality built in, thereby greatly accelerating the 
speed of development for many new systems.

Interactivity in digital environments will change through GAI allowing the cre-
ation of more engaging, realistic learning experiences. First, as an agent, AI can take 
on roles that are much more like human-human interactions (see Office of 
Educational Technology 2023). While learners have formerly mostly written and 
made simple click responses with online systems, AI will allow in-depth interactive 
conversations through speaking and drawing, with the system able to respond con-
versationally with the dialogue adapted to the appropriate level of knowledge and 
language ability of the learner. Second, these agents further have the ability to 
assume different roles, such as a mentor, tutor, coach, peer teammate, as a student 
that needs teaching, or as an embedded simulation (e.g., Mollick and Mollick 2023). 
Each role may be optimized for different learning situations. For example, learners 
working with an AI teammate on a collaborative problem solving task can learn 
strategies such as how to construct shared knowledge and maintain team functions 
(see Graesser et al. 2018). By participating as a teammate, the AI-agent can both 
support the team of learners by serving as an example, but also monitor and adapt 
its responses to help improve the functioning of the team.

Third, GAI has the ability to generate information on the fly that is adapted to the 
learner’s needs. Rather than choosing a static textbook that is written at the level of 
the learner, a learner can choose to read about a topic and interact with a system that 
generates content adapted to the learner. For a learner that needs to study mitosis in 
biology, an AI system can generate text explanations adapted to the student’s back-
ground knowledge and reading level. Moreover, it can generate images, movies and 
simulations to further explicate the examples. It can further respond to various 
forms of communication including spoken language, written texts, and even facial 
emotions to continually adapt based on how well the learner is grasping the material.

Thus, GAI opens the field of education to novel approaches to creating learning 
assessment contexts, evaluating the quality of responses and generating contextu-
ally appropriate feedback. We summarize this potential in Table 2.1, showing differ-
ent types of multimodal language models, how they can provide interactive and/or 
assessment, the kinds of educational methods that can be applied, and potential 
educational applications that can result from them.
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Table 2.1 A selection of multimodal language model types and their potential applications in 
education

Language 
model type

Interactivity and 
assessment Sample methods Sample application

Text-to-text Create Instructional material 
generated on the fly adjusted to 
learner level

Personalized textbooks

Generate contextual assessment 
activities e.g., multiple choice 
questions

Practice items with difficulty 
adjusted to student learning 
level

Evaluate and 
feedback

Compare student written 
response to domain content and 
generate feedback

Writing practice for content 
areas with instant formative 
feedback

Create and adapt Act as roleplay participant, 
adapting character based on 
student prompts

Dynamic learning 
environments that facilitate 
integrated development of 
critical analysis skills

Text-to- 
code

Create Generate contextual assessment 
activities, e.g., logically-correct 
computer code with syntax 
errors

Software debugging practice

Code-to- 
text

Evaluate and 
feedback

Assess quality of student 
computer code and convert to 
description of errors

Instant assessment and deep 
conceptual feedback and 
training

Text-to- 
image

Create materials 
in new modality

Generate illustrations/diagrams 
based on textual descriptions

Visual aids for complex 
theoretical concepts

Image-to- 
text

Evaluate activity 
in new modality

Recognize handwritten math to 
provide step-by-step feedback

Pinpoint diagnosis of gaps for 
remediation

Text-to- 
speech

Create materials 
in new modality

Generate speech from 
automatically generated 
training materials

Interactive speech-based tutors 
for content domains

Speech-to- 
text

Evaluate activity 
in new modality

Interpret quality and accuracy 
of speech signal

Interactive dialogue for 
language learning and practice

2.3.3  Towards More Engaging Real-World 
Learning Experiences

By combining interactivity and assessment, GAI enables more engaging, natural 
learning experiences with a higher level of fidelity in measuring learner perfor-
mance. This advancement not only facilitates a deeper understanding of students’ 
abilities but also opens avenues for a broader range of real-world experiences 
through realistic simulations and embedded games. Moreover, the integration of 
GAI holds great potential to increase the relevance of training in schools and work-
force development programs. It can cater to a variety of higher-order thinking skills 
and domains, such as coding, critical thinking through writing, and teamwork, par-
ticularly in genres where learners have limited experience. For instance, GAI can 
support learners in tasks such as crafting a compelling argument after reading 
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multiple documents, effectively collaborating with team members, or simulating 
realistic interview scenarios. By immersing students in these practical perfor-
mances, GAI fosters skill acquisition and prepares learners for real-world challenges.

The approach also changes how we conceive of assessment and allows us to 
move towards a model of continuous assessment and learning. Instead of treating 
the educational process as a set of separated learning experiences and summative 
assessments, all assessments are embedded in the learning activities with real-time 
feedback. These kinds of instantaneous feedback loops using AI have proved advan-
tageous for learning higher-order skills. For instance, in learning to write in content 
domains, AI-based feedback on learners’ content knowledge and writing skills 
allows learners to iterate with the computer to refine their essays before submitting 
them to teachers. This has resulted in faster learning of the domain knowledge and 
writing skills as well as providing a function for assessing thousands of drafts and 
alerting the teacher to students who are struggling (e.g., Foltz et al. 2013).

AI-based tools open new models of education for both students and teachers. For 
students, they can iterate with agents, practicing and learning. Teachers can rely 
more on formative assessment loops where they are still the guides of the learning 
process, directing when and how the AI will be used, but able to be continually 
informed about the state of student learning, and able to intervene and engage with 
students. As such, the goal of AI in the classroom is not to replace the teacher, but 
to empower them with tools that increase their effectiveness.

2.4  Challenges to Implementing, Deploying, and Using 
GAI-Based Educational Tools

2.4.1  Choosing the Right Tool for the Job

The application of large language models in education is a nascent field, and many 
aspects of their behavior have yet to be sufficiently explored. The availability of 
large language models such as the GPT family and the ease of prompt engineering 
allow people to rapidly develop systems for assessment and learning, such as chat-
bots. However, just because such a system is built on a GAI model that has proven 
effective for some online tasks does not mean that the approach will be effective as 
an educational tool. As more and more companies release new models, there arises 
a concern about determining which one is the most effective for a particular educa-
tional experience. This is because the models differ in fundamental assumptions, 
such as the quantity and quality of training data or any additional alignment of the 
model’s capability to human expectations in a given context and domain. Another 
set of considerations involves the learning context, the specific needs and prefer-
ences of the students, and the objectives of the course or program. Therefore, there 
are a number of challenges that still need to be addressed for implementing, deploy-
ing, and using GAI-based educational tools at scale.
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2.4.2  Data Bias and Design Transparency

One of the principal concerns of using AI-based models is that they reflect the data 
they are trained upon. The quality of the data that is used in training is crucial. As 
machine learning models learn from data, any inaccuracies, omissions, or biases 
within the data can be reproduced and magnified in the AI’s behavior. Bias in AI can 
take many forms and can result in unfair or inequitable outcomes (e.g., Baker and 
Hawn 2022). For example, if algorithms are not trained on a diverse set of student 
responses, they may disproportionately penalize or reward certain ways of commu-
nicating, thinking, or problem-solving (e.g., Kwako et al. 2023). This can have dif-
ferent kinds of effects on students from various cultural, linguistic, or socio-economic 
backgrounds.

However, ensuring the accuracy, diversity, and breadth of data is a significant 
challenge. As of today, educational technology developers do not have control over 
how large language models are trained or what kind of data was used in the training. 
Moreover, most model providers are not transparent regarding the design of their 
systems and do not provide guarantees against bias. This is a major concern in edu-
cational contexts, which require fair and equal opportunities for all students. 
Addressing this challenge requires continuous efforts in bias detection and mitiga-
tion in both the data and algorithms used in AI systems. Indeed, developers of edu-
cational systems may still need to test and certify their systems across wide ranges 
of inputs to assure that biases are mitigated, or at least are known so that the system 
is only used in contexts for which the models are appropriate.

2.4.3  Algorithmic Explainability and Propensity 
for Misinformation

Assuring the quality of GAI systems and their outputs is another significant chal-
lenge. As AI often functions as a ‘black box’, it is difficult to understand precisely 
why a model is making a certain decision or prediction. This is particularly prob-
lematic when we consider the psychometric properties of an assessment, especially 
validity and reliability. Traditional methods of evaluating those characteristics may 
not directly apply to GAI systems. Most likely, new methods are being and will have 
to be developed that consider changes in the assessments and the nature of the learn-
ing environments (e.g., Liu et al. 2024; von Davier et al. 2021).

The issue of model quality is related to another key challenge, namely the poten-
tial for large language models to ‘hallucinate’, that is, generate information that 
seems plausible but is incorrect or misleading. This can be especially harmful in 
educational contexts, where accuracy of information is paramount. And while hal-
lucination seems to be caused primarily by the word-by-word nature of text gener-
ated by transformer models, addressing it systemically requires not only better 
models but also robust systems for verifying and validating AI outputs.
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2.4.4  Introducing and Maintaining Standards for GAI 
in Education

These challenges illustrate that GAI-based systems cannot be deployed on learners 
without a significant amount of research, testing, validation, and human oversight. 
Indeed, the field will need to internally police itself with standards that espouse 
transparency and explainability around the methods. This includes being open about 
how the models were developed, tested and validated, and providing information on 
their intended use and limitations in their educational context (e.g., Mitchell et al. 
2019). Concurrently, the field will need to continually incorporate external guidance 
to help steer ethics in this field, such as the European Union’s ethical guidelines on 
the use of AI and data in teaching and learning and education (European Commission 
2022). In certain areas of the world, such guidelines will be reinforced by formal 
transparency regulations (e.g., European Parliament 2023).

While AI may provide greater autonomy for learners and instructors, it need not 
take human instructors out of the educational process. It may change how they inter-
act with learners and computational systems. It may change how they select educa-
tional material or structure their courses. It may change the kinds of information 
they receive about learners and allow them to focus more on those learners in need. 
But humans will still play a critical role in orchestrating how the AI is applied to 
best impact learners. Indeed, we see that our future world will require a human-AI 
partnership in which each provides their specialized capabilities and collaborate, 
resulting in something more educationally effective than either working individu-
ally (e.g., Hellman et al. 2019). Thus, we advocate for a human-in-the-loop approach 
throughout the development and use of AI-based systems in education, as it is the 
human teacher who will act as the ultimate regulator.

2.5  Challenges for Educational Ecosystems

In the previous sections, we have primarily focused on technological advances and 
their impacts on providing educational support through technology. In this section, 
we aim to highlight a few areas in which education itself will experience second- 
order effects stemming from the larger societal changes that these technologies will 
bring, independent of their educational applications. We will briefly discuss this in 
relation to the evolution of the workforce and daily life activities, the transformation 
of modes of communication and its impact on issues of trust, and finally, the evolu-
tion of social norms. These represent significant societal changes that will undoubt-
edly have a profound impact on education on a grand scale.
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2.5.1  New Work, New Curricula

Perhaps the clearest signal from the new AI is that digital technologies can now 
perform many tasks that only humans could do just a very short time ago. For exam-
ple, systems such as ChatGPT can write quality computer code at a scale that is 
already changing the landscape and best practices of software development. When 
large language models are fine-tuned for specific tasks, such as writing computer 
code or answering legal questions, their outputs are often sufficient as first-draft 
work products to be inserted into production workflows. While the prior phases of 
AI and related technologies such as robotics replaced mainly certain physical tasks, 
such as elements of the automobile assembly process, the current wave is squarely 
focused on language-based, and therefore cognitive, activity. In fact, higher-order 
thinking skills required for such jobs as accounting may be more impacted by AI in 
the foreseeable future than sensorimotor skills required for such jobs as housekeeping.

This is backed up by historical data—despite their proliferation, autonomous 
robotic vacuum cleaners have not impacted housekeeping jobs (Handel 2022)—as 
well as the challenges of building AI-powered robots that will walk, sense, and act 
with the same dexterity as humans (Deranty and Corbin 2022). Even though predic-
tions vary on how much cognitive work will be augmented by GAI versus replaced 
by it, it is clear that the workforce of the future will have to master GAI tools. They 
will also need to evolve their skills and foci, so that they complement rather than 
compete with the new capabilities of AI.

In the education realm, there will be many impacts at the administrative levels. 
First, curricula must change to prepare students for a rapidly evolving world. 
Otherwise, we risk preparing the next generation for a world that no longer exists. 
At present, many educational institutions are not well positioned to evolve their cur-
riculum quickly, typically having well established curricula and faculty incentivized 
for long-term concerns. This leads to a second concern, that the manner in which 
faculty operate will need to change with regard to both the production of research 
and the conduct of instruction. In the same way that the shift from print to digital 
representation of knowledge via the Internet led to a sea change in the speed and 
quality of academic research, we expect to see a similar explosion of productivity. 
In instruction, not only must the curricula change, but also the modes of instruction 
must, and will change, as we discussed above. While tools to support this will 
unfold over the next few years, we are likely to see a period of disconnect where 
digitally-native students are out of sync with the understandings and practices of 
less technically-oriented faculty.

K. Łodzikowski et al.

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592



2.5.2  New Modes of Communication and Trust

Aside from the pragmatic issues of workforce evolution and appropriate skill devel-
opment, the availability of GAI presents a fundamental challenge. Until now, while 
we have seen an ongoing increase in automation and the use of information tech-
nologies, it has always been, by and large, straightforward to distinguish between 
human-generated and machine-generated products. For instance, in the realm of 
images, we have a long history of understanding print and digital images as having 
a high verisimilitude to physical reality because photographs were designed for that 
purpose. However, current image generation technology, available to everyone 
through the Internet, can generate photo realistic images that are extremely difficult 
to distinguish from photographs. This suggests that the epistemic and social assump-
tions we bring to interpreting images need to be rethought. For example, while 
anticipating Donald Trump’s indictment in 2023, a journalist used a widely- available 
AI tool to generate images imagining Trump’s arrest (Belanger 2023). These images 
were widely reposted, often with viewers believing they were photographs, rather 
than computer-generated images. Similarly, in July of 2022, a generated picture of 
the Pentagon on fire was passed around the Internet with some attributing a drop in 
the stock market to the perceived ‘news’ (Polus 2023).

There is a fundamental issue that whereas earlier we could assume with high 
(though not perfect) confidence that images reflected physical realities, that assump-
tion can no longer be held without question. We expect to see similar issues in text 
generation. Among the many interesting qualities of large language models are their 
ability to generate or regenerate text ‘in the voice of…’. For example, ChatGPT 
produces the following opening sentences when asked to rewrite the previous para-
graph in the voice of Thomas Jefferson:

In the realm of workforce evolution and the cultivation of suitable skills, there arises a 
profound quandary concerning the advent of GAI. Hitherto, while witnessing the continu-
ous rise of automation and the integration of information technologies, we have generally 
been able to discriminate with ease between human-crafted endeavors and those wrought 
by machines.

While this is an interesting linguistic and historical exercise that may have curricu-
lar implications for historical analysis, it could also lead to widespread fakery and 
political misinformation for historical figures as well as for current events. This is a 
watershed moment in how our societies will understand and react to attribution and 
provenance going forward, and how educational institutions will evolve to sup-
port them.
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2.5.3  The Collaboration Boundary and Social Norms

The rapid introduction of GAI into daily routines raises numerous questions about 
appropriate use which are not always straightforward to answer. As the fundamental 
differences blur between what humans and computers are capable of, fundamental 
questions of attribution and provenance are raised as well. At present, people are 
generally not required to cite the version of a grammar checker they use to manipu-
late the text of a passage for increased clarity. However, the additional cognitive-like 
functionality of large language models requires a more precise language about what 
‘what I have done’ and ‘what the computer has done’, which is not evident at 
present.

There is clarity on extremes, such as when an AI system writes an entire paper, 
or when it is used only as a research tool similar to searching the Internet. But in the 
middle, for example when the software has synthesized ideas or provided novel 
formulations, should the software be cited as a co-author or a tool in the same way 
statistical software may be cited in a quantitative analysis? We do not yet have 
answers to such questions but advise patience and generosity. There will be many 
perceived social transgressions and mistakes while social and professional societies 
evolve their understandings and practices.

2.6  Conclusion

We are at an inflection point in the relationship between computers and humans that 
has only been previously suggested in science fiction, with both utopian and dysto-
pian implications. The behavioral capabilities of large language models and other 
forms of GAI are evolving so rapidly that the technical leaders in the field fre-
quently express surprise at these systems’ behaviors; a fact that led some to sign a 
letter requesting a slow down in GAI-related product development (Bengio 2023; 
Seetharaman 2023). Whether educational researchers are focused on the utopian or 
dystopian implications, building or using the technologies, or focusing on the social 
and ethical critiques, these technologies are impacting our societies and educational 
systems and must be actively engaged. Several recommendations follow.

First, educational researchers should start using the freely-available text-to-text 
generation tools as part of their ongoing personal or professional activities. Both the 
use of these tools and the tools themselves are rapidly evolving as products. For 
example, in March of 2023, ChatGPT was updated with the latest large language 
model from the GPT family, GPT-4, which allowed the general public to experience 
the improvements in model output quality. Almost immediately, another feature 
called plug-ins was introduced that allowed the system to connect to other software, 
such as Internet search engines, mathematical problem solvers, and travel databases, 
thereby uniting the ‘large language brain’ with access to real time data. These inno-
vations will continue and these systems will evolve. The speed of technological 
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evolution puts numerous social practices at risk and we encourage the scholarly 
community to engage with the technologies to help guide social evolution.

Second, educational researchers need to become conversant with the fundamen-
tal logics we introduce here. We can think of the role of the Internet in the evolution 
of organizations over the last 20 years. While not every organization became an 
‘Internet company’, almost all organizations have become Internet-dependent. 
Similarly, while not all educational researchers need to become AI researchers, all 
researchers must know enough to evolve their research and teaching on the new AI 
platforms as appropriate. To help society in its social evolution with technology, and 
to take advantage of its benefits, we must achieve the required level of understand-
ing and engagement.

Third, researchers must rethink their relationship to technology and its use. For 
many in education, technology is a niche topic for others to consider. We hope we 
have sufficiently communicated that the inflection point of technology infusion we 
are facing will change how society interacts with technology and how we as educa-
tors relate to technology. The concerns and opportunities we are facing involve cur-
ricular issues, psychological and social issues, computational and media issues and 
so forth. Technologies such as data science and machine learning are no longer 
topics but substrates to our daily lives and our educational research should reflect it.

Fourth, for those interested in computational aspects of education, this is both an 
exciting and challenging time. The speed of change in both research results and 
industrial applications is remarkable. The fact that large language models perform 
well at computer coding means that new support is available for those who want to 
enter the world of computer science. At the same time, for those with prior software 
experience, there are a flood of support tools for learning how to use and adapt 
open-source or proprietary AI software. A notable example is the model repository 
and cloud computing environment offered by Hugging Face.1

For both good and ill, the biggest limitation that educational researchers will face 
is their imagination. The new AI systems act, and are interacted with, in such novel 
ways that students and researchers with limited computational background may find 
it difficult to appreciate the opportunity to build something new. At the same time, 
those with engineering background may be limited by old conceptualisations of 
learning and assessment instead of reimagining what might be possible. Either way, 
we encourage all researchers to learn, experiment, and integrate their domain 
knowledge with these new developments.
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Conclusion 

Summary of findings 

The publications presented in this PhD dissertation contributed to four research goals. 

First, Publication 1 (Łodzikowski and Jekiel 2019) and Publication 2 (Łodzikowski 2021) 

contributed to the need to focus on metaphonological awareness training for advanced 

learners of English who aim at achieving near-nativelike pronunciation proficiency. The 

first study demonstrated that print-and-play board games can serve as a readily available 

tool for enhancing in-class (and post-class) student engagement with prosody topics chal-

lenging for Polish learners of English (word stress, intonation, and rhythm) and poten-

tially improving declarative metaphonological knowledge on those topics. Specifically, 

playing these games was associated with an increase in post-class quiz scores (low-stakes 

measures of metaphonological awareness) by about 8 percentage points. When asked to 

choose between 30 minutes of board games or extra worksheet exercises, 62% of learners 

preferred board games. Additionally, 35% of learners replayed games after class, and 

10% used them to prepare for the final exam, citing benefits like extra practice, immediate 

feedback, and learning through fun and competition. Similarly, the second study demon-

strated that encouraging learners to autonomously engage with an IPA-based allophonic 

transcription tool can improve their metaphonological awareness; see paragraph below 

for details. Similarly to Jekiel and Malarski (2021), greater gains were observed for learn-

ers with a higher overall level of English proficiency, suggesting the tools’ design (or the 

course matter in general) needs to become more accessible to various learners, perhaps 

with the help of generative AI. 

Second, Publication 2 (Łodzikowski 2021) showed how a digital tool for meta-

phonological awareness training can provide insights into behavioural self-study patterns, 

such as the frequency and extent of practice sessions. Such details are typically unobserv-

able in conventional classroom settings and may provide more objective evidence of 

learner activities compared to subjective self-reports. In this study, the analysis of the log 

data revealed that regular and spaced usage of the tool was a more reliable predictor of 

improved metaphonological awareness than merely the frequency of tool usage. Specifi-

cally, learners who visited the transcription tool at least once were observed to score 
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higher on the midterm test (mid-stakes measures of metaphonological awareness) by 

about 5 percentage points. Moreover, each additional distinct visit day was associated 

with an increase in the expected test score of about 2.6 percentage points on the assess-

ment. Overall, this publication has successfully demonstrated the idea by Chun (2016) 

that digital pronunciation teaching tools can be more than just (potentially) helpful teach-

ing aids. They can also be indispensable mechanisms of collecting data for future studies 

as well as pedagogical practice improvements. 

Third, both publications contributed to promoting transparency in reporting re-

search in the field of CAPT by providing open access to the developed tools (print-and-

play board games and transcription tool code) as well as the necessary data and methods 

to replicate the studies. In fact, Publication 2 was replicated by Foung and Kohnke (2023), 

which not only largely reaffirmed the original findings but also enhanced their visibility 

in the broader academic community. 

Finally, Publication 3 explored the integration of next-generation AI technologies, 

specifically large language models such as GPT-4, into the broad education domain. Due 

to their advanced capabilities in understanding and generating natural language, genera-

tive AI systems can offer dynamic and personalised learning experiences that enhance the 

validity of assessments, thus addressing prior criticisms of AI-enabled (language) educa-

tion. And while this publication did not focus on metalinguistic awareness per se, it ad-

dresses the call by Rogerson-Revell (2021) for the next wave of computer-assisted teach-

ing and learning to be pedagogy-led rather than technology-led. 

Limitations  

Publications 1 and 2 have contributed valuable insights but also face inherent limitations 

typical of in situ research, and as a result they do not provide definitive answers to the 

research questions. 

First, the research setting influenced the sample composition, resulting in biases 

such as an underrepresentation of male participants and issues with student dropout. To 

improve the robustness of future studies, researchers should collect larger and more di-

verse participant samples to strengthen the validity and reliability of the statistical analy-

sis. 
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Second, the exploratory nature of these studies means that the findings about the 

relationships between variables remain tentative. While past research in the field often 

relied on controlled experimental designs that provided incomplete or subjective behav-

ioural data, this work used an observational approach that captures more detailed behav-

ioural insights. However, fully randomised control trials may not be feasible in institu-

tional settings because teachers and students must adhere to a fixed curriculum. If 

organising an experimental study is not an option, then perhaps a viable alternative could 

be to extend the scope of behavioural data collection to new datasets. See, for example, 

the use of physiological data by Giannakos et al. (2019). 

Third, some lurking variables could not have been excluded. For instance, some 

learners might have used other study tools alongside those being evaluated by the present 

author, potentially skewing the results. Conversely, some learners may have used the 

website-based transcription practice tool less than traditional pen-and-paper transcription 

exercises not because they found the digital tool unhelpful but because they preferred to 

keep the web browser window closed to avoid distractions. 

Fourth, even though digital tools offer a rich data source for standardising meas-

urements of educational interventions (e.g. site visits and time spent), interpreting com-

puter-aided interventions involves some complexities. The effectiveness of an interven-

tion can be significantly impacted by challenges such as onboarding, troubleshooting, and 

cognitive overload (Shadiev and Yang 2020). For example, relatively unpredictable is-

sues such as outdated browsers could lead to an improper display or operation of the 

transcription practice tool, potentially frustrating students and reducing their engagement. 

Finally, and perhaps most importantly, the two empirical studies could have been 

enhanced by juxtaposing learners’ interactions with the metaphonological awareness 

tools against instrumental and impressionistic analyses of segmental and suprasegmental 

pronunciation features at the start and end of the course.  

Despite these challenges, the findings from these studies offer directional insights 

valuable for researchers undertaking confirmatory or registered studies, as well as for 

pronunciation instructors seeking to refine their course curricula based on the observed 

usage patterns. 
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Future directions 

One noticeable trend in the history of CAPT tools is that industry professionals often 

develop them for specific use cases (such as speech transcription system for clinicians in 

Bailey et al. 2022) and that they are subsequently reimplemented in industry-specific 

training contexts (just like Speights Atkins et al. 2023 implemented the above work and 

evolved it into automated transcription practice for speech pathology trainees). Previ-

ously, developing such tools required niche programming skills and substantial time in-

vestments. However, the emergence of generative AI now allows researchers and practi-

tioners to create novel tools effortlessly using simple natural language commands. 

Among the various ways in which language teachers can harness generative AI, a 

few opportunities stand out immediately (Łodzikowski in press). First, teachers can rap-

idly generate diverse and relevant classroom or digital content—textual, visual, and au-

ditory—tailored to exact needs of each learner and resulting in greater engagement. More-

over, this allows the teacher to focus on more meaningful activities, such as one-to-one 

tutoring with at-risk learners. Another significant application is in designing authentic 

assessments that simulate real-world challenges. For instance, teachers might use AI to 

create scenarios where students must employ diplomatic language and problem-solving 

skills in dealing with a simulated angry customer. 

Expanding on these applications, Łodzikowski et al. (in preparation) built and pi-

loted an ITS to support English Philology students in acquiring L2 metaphonological 

awareness. The application leveraged a state-of-the-art large language model that was 

tweaked for accuracy by consuming English phonetics and phonology coursebooks. The 

authors designed a set of custom homework assignments that leveraged the capabilities 

of the ITS (such as the ability to invent helpful analogies), while exposing its shortcom-

ings (esp. the propensity towards misinformation). These tasks allowed students to inter-

act with the AI for discussions and analyses of phonetic concepts and transcriptions. 

While the ITS generally provided helpful feedback and explanations, it occasionally pre-

sented incorrect information, challenging students to critically assess and correct the er-

rors, thereby deepening their engagement and learning. Overall, the study showed that 

there are some aspects of metaphonological training for which generative AI could serve 

as a natural extension of the teacher, and many others for which it could not. 
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The above-mentioned strategies are not confined to teaching phonological aware-

ness. They are applicable across various domains of language learning and L2 awareness. 

Regardless of the domain, integrating AI into the teaching process will require educators 

to cultivate three key areas of AI literacy. The first area, technological literacy, requires 

obtaining an intuitive understanding of the technology to be able to determine its strengths 

and weaknesses for various teaching and learning use cases. The second area is pedagog-

ical literacy, namely opening to a new paradigm of shared agency between humans and 

AI (Godwin-Jones, 2024) and critically rethinking outdated conceptualisations of assess-

ment and skill acquisition (Moorhouse and Kohnke 2024). The third area is governance 

literacy, that is, ensuring responsible stewardship of student data and intellectual property, 

safeguarding against inappropriate content, and ensuring compliance with institutional or 

legal requirements (Department for Education 2024). As educators begin to experiment 

with AI tools within their institutional learning management systems such as Moodle, 

ensuring stringent data privacy through will be non-negotiable (see a discussion and 

guidelines in Dondorf 2022). 
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Abstract 

This PhD dissertation investigates innovative methods for teaching metalinguistic aware-

ness in second language (L2) learners of English, with a focus on pronunciation. The 

research is framed within the historical context of explicit pronunciation teaching (Baker 

2018) and the revised Speech Learning Model by Flege and Bohn (2021). The studies 

focus on near-nativelike pronunciation, which—despite the need to focus on intelligibility 

over nativelike accuracy in general-purpose pronunciation instruction (Munro and Der-

wing 1995)—is often pursued by advanced learners at university level for personal or 

professional reasons (Pennington and Rogerson-Revell 2019). 

The research is structured around three publications. The first publication 

(Łodzikowski and Jekiel 2019) shows that print-and-play board games can enhance class-

room engagement and improve declarative knowledge of prosody. Learners reported in-

creased engagement and a rise in quiz scores (formative metaphonological awareness as-

sessment) by about 8 percentage points. When given a choice, 62% of learners preferred 

board games over extra exercises, and many replayed the games outside class, citing ben-

efits such as extra practice, immediate feedback, and fun. The second publication 

(Łodzikowski 2021) demonstrates that an IPA-based transcription tool can improve pho-

nological awareness, with regular use associated with a 5 percentage point increase on a 

summative metaphonological awareness assessment. The third publication (Łodzikowski, 

Foltz, and Behrens 2024) explores the integration of next-generation AI technologies like 

GPT-4, which support personalised learning experiences and deepen students’ engage-

ment through tailored feedback, despite occasional inaccuracies. 

Publications 1 and 2 faced limitations such as sample biases and challenges in 

fully capturing variable relationships. Future research directions include developing more 

robust and diverse participant samples, extending behavioural data collection, and lever-

aging next-generation AI technologies to create innovative educational tools. This work 

underscores the potential of digital tools and AI in transforming L2 pronunciation instruc-

tion and metalinguistic awareness training. Moreover, it argues for a systematic increase 

in L2 teachers' AI literacy to fully harness these technologies' potential. Overall, this re-

search highlights the potential of innovative tools to enhance language learning, provid-

ing insights for future studies and educational practices. 



 91 

Streszczenie 

Niniejsza rozprawa doktorska bada innowacyjne metody nauczania świadomości metaję-

zykowej u osób uczących się języka angielskiego jako drugiego języka (L2), ze szczegól-

nym uwzględnieniem wymowy. Praca jest osadzona w historycznym kontekście bezpo-

średniego nauczania wymowy (Baker 2018) oraz modelu przyswajania mowy Flege i 

Bohn (2021). Badania koncentrują się na wymowie zbliżonej do rodzimej, do której dąży 

sporo zaawansowanych osób uczących się języka na poziomie uniwersyteckim z uwagi 

na osobiste lub zawodowe motywacje (Pennington i Rogerson-Revell 2019)—pomimo 

konieczności skupienia się na zrozumiałości wypowiedzi zamiast na dokładności zbliżo-

nej do rodzimej (Munro i Derwing 1995). 

Badania są zorganizowane wokół trzech publikacji. Pierwsza publikacja (Łodzi-

kowski i Jekiel 2019) pokazuje, że gry planszowe typu wydrukuj-i-graj mogą zwiększyć 

zaangażowanie na zajęciach i poprawić deklaratywną wiedzę na temat prozodii. Zaobser-

wowano podwyższenie wyników testów świadomości metajęzykowej średnio o około 8 

punktów procentowych. Co więcej, prawie dwie trzecie uczestników wskazało, że wolało 

gry planszowe od innych dodatkowych ćwiczeń, a wiele z nich grało w nie również poza 

zajęciami. Druga publikacja (Łodzikowski 2021) pokazuje jak narzędzie do transkrypcji 

oparte na międzynarodowym alfabecie fonetycznym (IPA) może poprawić świadomość 

metafonologiczną. Regularne korzystanie z narzędzia wiązało się z wzrostem wyników 

testów świadomości metajęzykowej średnio o 5 punktów procentowych. Trzecia publi-

kacja (Łodzikowski, Foltz i Behrens 2024) bada możliwości zastosowania sztucznej in-

teligencji (SI) takiej jak GPT-4 do tworzenia spersonalizowanych treści edukacyjnych. 

Publikacje 1 i 2 miały pewne ograniczenia, takie jak stronniczość próby i obser-

wacyjna formuła badań. Przyszłe badania powinny opierać się na większej próbie, bogat-

szym zbiorze danych oraz wykorzystaniu generatywnej SI do tworzenia innowacyjnych 

narzędzi edukacyjnych. Praca ta podkreśla potencjał cyfrowych narzędzi i SI w nauczaniu 

wymowy języka drugiego i treningu świadomości metajęzykowej. Ponadto, wzywa do 

systematycznego zwiększania kompetencji nauczycieli języka drugiego w zakresie SI, 

aby w pełni wykorzystać potencjał tych technologii. Podsumowując, rozprawa podkreśla 

potencjał innowacyjnych narzędzi w nauczaniu języków obcych, dostarczając wgląd w 

przyszłe badań i praktyki edukacyjne. 
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