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Introduction 

Children’s comprehension of ironic utterances is a research topic that has received a con-

siderable amount of academic interest. Research conducted in the monolingual context has 

identified and explored three major aspects relevant to the study of irony comprehension; 

these are recognition of speaker belief, intent, and attitude (Creusere 1999; Harris and 

Pexman 2003; Pexman et al. 2005; Glenwright and Pexman 2010; Pexman et al. 2019). Of 

the three, the ability to correctly recognise speaker belief has been found to constitute an 

important early step in children’s path towards acquiring a fully-fledged ability to make 

sense of ironic utterances (Pexman and Glenwright 2007; Pexman 2008; Glenwright and 

Pexman 2010; Nilsen et al. 2011; Aguert et al. 2017). Speaker intent recognition, in turn, 

has been postulated to be the most challenging task children are faced with when under-

standing irony (Filippova and Astington 2008). Finally, researchers’ conceptions of speaker 

attitude recognition have undergone a major shift, as early research (Andrews et al. 1986) 

employed it as a comprehension measure whereby a correct comprehension had to entail an 

acknowledgement of the ironic speaker’s invariably negative attitude. With the advent of 

studies into the multiple pragmatic goals that can be attained, and the many attitudes that 

can be expressed with irony (Kreuz and Long 1991; Long and Kreuz 1991; Dews et al. 

[1995a] 20071), developmental scholars’ attention started to revolve around the question of 

children’s ability to appreciate two major functions of irony: to criticise and to be humor-

ous (Dews et al. 1996; Harris and Pexman 2003; Pexman and Glenwright 2007). 

 
1 Note that the date of the original publication of Dews and colleagues’ article is given in square brackets. In 

further discussion of the article, it will be referred to as Dews et al. (2007), which is the edition used by the 

current author. The year of the original publication will only be given again when necessary, for the sake of 

clarity. The same convention will be used for all re-issued publications used by the author. 
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Fascinating as they are, these problems have been largely overlooked by bilingual-

ism research. Studies comparing mono- and bilinguals’ ability to understand various types 

of pragmatic meanings are a relatively recent phenomenon and are still scarce (Siegal et al. 

2009; Antoniou and Katsos 2017; Antoniou et al. 2020; Antoniou and Milaki 2021). This is 

somewhat surprising given the growing body of research pointing to the existence of a bi-

lingual advantage for a number of skills and abilities, including mentalising (Goetz 2003; 

Farhadian et al. 2010), executive functioning (Carlson and Meltzoff 2008; Bialystok 2015; 

Javan and Ghonsooly 2018), perspective taking (Yow and Markman 2011a; Yow and 

Markman 2011b; Fan et al. 2015), and repairing communication breakdowns (Comeau et 

al. 2007). Many studies have also found bilinguals to have superior language awareness 

(Ricciardelli 1992; Bruck and Genesee 1995; Campbell and Sais 1995; Verhoeven 2007; 

Davidson et al. 2010; Kuo and Anderson 2010). Thus, it might be the case that a similar 

advantage exists for irony comprehension. 

Recent research has found a positive effect of “increased bidialectalism (…) on the 

speed of processing irony” (Antoniou and Milaki 2021: 713); however, the study was con-

ducted with adult participants. As research comparing the performances of mono- and bi-

lingual children on irony comprehension is still scant, the current study sought to investi-

gate whether a bilingual advantage exists for children’s ability to understand different types 

of ironic utterances. 

Chapter 1 lays the groundwork for studying irony, as it introduces the major theoret-

ical approaches that have been proposed in order to account for irony comprehension. The 

discussion opens with an outline of the different definitions and accounts of irony and an 

appreciation of how ubiquitous a phenomenon irony is. Subsequently, the focus is shifted to 

the pragmatic goals that can be attained via irony. What follows is a presentation of major 

theories of adult irony comprehension. 

Chapter 2 offers a review of empirical approaches to irony. It opens with a synopsis 

of factors that have been found to impact irony processing. As many of these have been 

identified by research conducted with children, the discussion zooms in on irony skills in 

young individuals. The chapter introduces and elaborates on, three key aspects that have 

been identified as central to the study of irony comprehension in children. These three are 

recognition of speaker belief, intent, and attitude. The relevant research findings concerning 

each of the three aspects are discussed in detail. The focus here is on areas of contention, 

and on questions that are yet to be answered. 
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Chapter 3 introduces the topic of bilingualism. The complexity of the phenomenon, 

as well as its multiple understandings and definitions are addressed. The scope of the analy-

sis then moves on to factors which previous research has identified as relevant to the study 

of the phenomenon. Finally, the discussion focuses on the costs and rewards of bilingual-

ism. Here, research findings are reported from studies which compared the performances of 

mono- and bilingual individuals on various tasks measuring metalinguistic awareness, ver-

bal abilities, cognitive flexibility and executive function, mentalising skills, communication 

skills, and cognitive reserve. Finally, the recent academic debate concerning publication 

bias is touched upon, and its implications for the study of bilingual advantages are ana-

lysed. 

Chapter 4 combines the two major foci of the dissertation, leading the discussion 

towards irony comprehension in bilinguals. As bilingual research into irony processing is 

scarce, major findings concerning bilingual figurative processing are presented first. Sub-

sequently, insights gleaned from various strands of research are analysed which demon-

strate how irony differs from other types of non-literal language. Further, the focus of the 

review is placed on empirical findings concerning irony comprehension in bilingual indi-

viduals. Relevant research conducted with adult participants is discussed first. Then, studies 

into bilingual children’s understanding of irony are presented and their implications are 

given. The chapter closes with an elaboration of the major issues in this research area that 

have yet not been satisfactorily addressed. 

Finally, Chapter 5 presents the empirical study that has been designed in order to 

shed more light on mono- and bilingual children’s irony comprehension. The study investi-

gates three major aspects of irony understanding: recognition of speaker belief, recognition 

of speaker intent, and appreciation of speaker attitude, in three groups of mono- and bilin-

gual participants: younger children, older children, and teenagers. Participants were pre-

sented with ironic stimuli belonging to five speech act types and answered a series of com-

prehension questions. The obtained data were analysed quantitatively and qualitatively. 

Chapter 5 presents the analyses that were performed, reports the obtained findings, and 

discusses them against the backdrop of the relevant research. Finally, limitations of the 

study are discussed, and further research directions are outlined. 
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Chapter 1: Introducing irony: Major theoretical approaches 

to irony comprehension 

1.1. Introduction 

The primary goal of the analysis undertaken in Chapter 1 is to introduce the phenomenon of 

irony, which is at the heart of the present author’s research pursuits. A multidimensional 

picture will be sketched here – such that could give full credit to the complexity of the in-

vestigated problem, without missing out on any of the important aspects that make up its 

unique nature. The discussion will open with a brief presentation of irony as an object of 

scientific enquiry, whereby the author will acknowledge both the scope of the research top-

ic, as well as its long-standing history. Further, an attempt will be made at providing a defi-

nition of the problem under investigation, trying to answer three fundamental questions: the 

“where”, the “what”, and the “why” of irony. Here, issues pertaining to the pervasiveness 

of irony in regular discourse will be discussed, as well as the many forms that irony can 

take and the levels at which it operates, together with the communicative goals it may 

serve. At this point, the critical concepts will be defined – such that will be pursued in the 

subsequent chapters of the current analysis. Having done this, the author will proceed to 

review the major theories that have been proposed in order to account for the processes 

underlying irony comprehension in adults. Here, the discussion will be structured so as to 

demonstrate how the particular approaches originated, developed, and gave way to newer 

theories, devised in order to explore the issues that have not been properly addressed earli-

er. Special emphasis will be laid on those points that the author will be expanding on later, 

in the following chapter of the present analysis, where empirical findings into irony com-

prehension and perception will be presented and discussed. 



 5 

1.2. Neither new nor narrow: Irony as a field of study 

The phenomenon of irony has been studied for centuries (Banasik-Jemielniak and Kałowski 

2022); its recognition and consideration date as far back as the earliest attested philosophi-

cal works (Colston and Gibbs Jr 2007: 3). Philosophy, however, is by no means the only 

discipline that has entertained the topic of irony over the course of history. “[A] myriad of 

theoretical classifications of irony” have been offered (Banasik-Jemielniak and Bokus 

2019: 1220). The phenomenon has been discussed and researched from many and – often – 

distant scientific perspectives, among which are literature studies, cultural studies, anthro-

pology, and the many subdivisions of psychology: from cognitive, through social, to clini-

cal (Colston and Gibbs Jr 2007: 3). It is to be noted at this point that a heritage this rich 

does not easily yield itself to an exhaustive portrayal and aiming at such is way beyond the 

scope of the present analysis. This is not least because different fields of study tend to have 

varying foci when scrutinising the same phenomenon, and the more so when the object of 

study happens to be highly diversified, as is the case with irony. Thus, while numerous at-

tempts have been made in order to define what it actually is that “constitutes an ironic ut-

terance, (…) limited agreement” (Banasik-Jemielniak and Bokus 2019: 1220) has been 

reached, to say the least. To provide an example, scholars working within the domain of 

rhetoric perceive irony as a figure of speech which expresses a meaning that is directly op-

posite to the intended one, while those doing literary criticism focus on irony as a mode of 

pointing to motives and sentiments opposite to those articulated (Kaufer 1977: 90). At the 

same time, it has to be remembered that the phenomenon of irony does not have to come 

about at a single sentence level, but may as well permeate a passage or a whole text (Win-

ner 1988: 25). Moreover, as Richards (2008: 52) points out, the figure can even cover a 

“whole life”; she illustrates this claim with the example of Socrates, who – according to 

Quintilian [95] (2001) – was dubbed an “eiron” owing to his frequent activity of assuming 

the mask of an ignorant man amazed at the alleged wisdom of his interlocutors. The scope 

of irony is but one of the many dimensions at which particular occurrences of the phenom-

enon can differ.2 A more detailed analysis of the structural diversity of irony will be pre-

sented later. Now, having appreciated the breadth of the topic and having pointed to the 

 
2 The author is aware that “occurrence” is not the most felicitous term here: it is hard to speak of an oc-

currence when one refers to a phenomenon that permeats a whole text. 
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pervasiveness of irony as an object of study for various disciplines, let us move on to pon-

der what the reasons for this strange popularity might be. 

1.3. Why bother about irony? On presence 

Irony is not a marginal linguistic phenomenon (Kreuz 2020). Nonliteral language, such as 

irony, is involved in “a significant part of everyday verbal communication” (Banasik-

Jemielniak 2022: 1). Gibbs Jr (2000: 1) quotes Kierkegaard (1965: 378), who – perhaps 

somewhat controversially – writes that “no authentic human life is possible without irony.” 

Dews and Winner (1999: 1580), drawing on the insight from Muecke (1969) and Booth 

(1974), point to the ubiquity of irony, stating that it occurs customarily in regular discourse 

and in all cultures that are known to us. One need not resort to philosophical or anthropo-

logical claims, though, to acknowledge the presence of irony, whether explicit or latent, in 

various aspects of human experience. Deciding on a particular definition of the phenome-

non is of little importance at this point; applying too restrictive and particularised criteria, 

one runs the risk of missing out on the less salient instances. In line with this, Gibbs Jr 

(2000: 1) writes about “various forms of irony” being evident both in spoken and written 

language. It has to be noted, though, that only a few studies have so far ventured upon 

measuring the actual frequency of irony in diverse types of discourse. Dews and Winner 

(1999: 1580; Dews et al. 1995b) give estimations concerning modern television pro-

grammes, rating the incidence of irony at four cases every thirty minutes, the majority ex-

pressing criticism rather than approval. Kreuz et al. (1996) looked at the occurrence of iro-

ny in a very different context – that of present-day American literature – and established 

that readers encounter about one example of the phenomenon every four pages. However, 

Dews and Winner (1999: 1580) claim that such estimations do not give full credit to the 

pervasiveness of irony, failing to allow for its occurrences in regular spoken communica-

tion. This gap was filled by Gibbs Jr’s (2000: 1) seminal study, in which he analysed col-

lege students’ conversations and found that ironic utterances of different forms constituted 

as many as 8% of the conversational turns that he put to scrutiny. To conclude, even the 

scant approximations of the true incidence of the phenomenon that have so far been pro-

posed show that irony is all over the place. 
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1.3.1. The types of irony 

It has been pointed out that irony is a popular research topic; this is not least because it is so 

pervasive in everyday discourse. Before looking for the actual reasons for this popularity, 

let us first take a while to acknowledge the complexity of the phenomenon under discus-

sion. It is vital to settle a few definitional issues at this point and to make clear what it is 

exactly that we have chosen to investigate. 

Dynel (2019: 1) defines irony as “a polysemous term that covers a number of dis-

tinct phenomena.” Sperber (1984: 130) writes about at least four referents of the word iro-

ny: “attitudes (Socratic irony, Romantic irony), (…) a literary device (dramatic irony), (…) 

a figure of speech (verbal irony), (…) situations, and so on.” The most fundamental distinc-

tion, however, and one applied by the vast majority of irony researchers, is that between 

situational irony and verbal irony (Attardo 2000; Gibbs Jr and Colston 2007; Reyes et al. 

2012). Situational irony pertains to cases in which “a state of the world is perceived as iron-

ical” (Attardo 2000: 794); a lucid example given by Attardo (2000: 794) is that of a “fire 

station burning down to the ground.” Colston and Gibbs Jr (2007: 16) call situational irony 

“a lesser studied cousin of verbal irony”, for indeed the bulk of scientific debate has fo-

cussed on the latter and it is only recently that the former has begun to attract scholarly at-

tention.3 It needs to be noted that there are scholars who adopt far more sophisticated ap-

proaches, further distinguishing other kinds of ironies (Reyes et al. 2012). Furthermore, 

various authors may employ the same terminology with different meanings intended. Thus, 

writing about situational irony, Muecke (1969: 99) lists as many as eleven terms that have 

been used to label the phenomenon: “Sophoclean irony, Tragic Irony, Dramatic Irony, Iro-

ny of Things, Irony of Fate, Irony of Chance, Irony of Life, Irony of Circumstances, Cos-

mic Irony, Irony of Events, [and] Irony of Character.” Clark and Gerrig (1984: 124), in 

turn, apart from verbal irony, or “the rhetoric device of irony”, distinguish between dra-

matic irony and irony of fate. Pexman and colleagues’ (2009) distinction is between verbal 

and nonverbal forms of irony; one of those belonging to the latter type is gestural irony. 

Kreuz and Glucksberg (1989), in turn, admit that the types of irony are many, but explicitly 

 
3 The reason for this can be found in Muecke (1969: 99), who writes that “the ironies of ironic situations are, 

lexicologically speaking, very recent arrivals: it was not until the later eighteenth and the nineteenth century 

that they were recognized, accepted and named.” This does not mean, however, that ironic situations were not 

appreciated long before; the concepts of “tragic irony” or “irony of fate” are, after all, typically invoked in the 

context of ancient Greek tragedy. 
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mention just two: verbal irony and irony of fate which – on their definition – “refers to 

states of affairs” (Kreuz and Glucksberg 1989: 374) and could therefore be considered 

analogous to the more widely recognised concept of situational irony. The type of irony 

which is the main focus of the current thesis’ exploration is verbal irony, also labelled dis-

course irony (Kumon-Nakamura et al. [1995] 2007) or, simply, ironic language. As will 

evince from the further analysis, it does not constitute a uniform category, but is a multifac-

eted phenomenon, and one which can be viewed from various angles. 

When exploring the essence of any given concept, it is quite crucial to be aware of 

the level of abstraction one is working at. Such, too, is the case with verbal irony: the phe-

nomenon can be scrutinised from multiple perspectives and analysed within various 

frameworks. Thus, depending on the theoretical angle taken, we can distinguish between 

different levels of verbal irony; importantly, these levels do not need to be unique to it, but 

may also pertain to other linguistic phenomena. This inevitably implicates that an exhaus-

tive elaboration of all these levels is far beyond the scope of the present discussion. There-

fore, at this point we will limit the analysis so as to introduce only the most widely recog-

nised typologies, including the one which has been chosen for the purposes of the empirical 

part of this dissertation. A more detailed account of several other typologies of irony will 

be provided in subsequent sections, where functions and theories of irony will be further 

discussed. 

On the most basic level, both naive language users and scholars make a distinction 

between the phenomena of irony and sarcasm (Dynel 2019). In the framework adopted 

here, sarcasm is viewed as a particularly malicious form of irony – one which is directed at 

a particular target and meant to hurt; it needs to be borne in mind, though, that not all au-

thors agree with this definition and that the two terms “are often used interchangeably” 

(Banasik-Jemielniak and Bokus 2019: 1218).4 Another type of verbal irony distinguished in 

the literature is banter, a quick exchange of witty remarks which are meant to entertain 

(Norrick 1993; Dynel 2008).5 It needs to be pointed out at this point that banter, working at 

the level of dialogic exchanges, is a discursive phenomenon. An important issue emerges 

here: there does not seem to be a limit as to the tier at which irony operates. Thus, there are 

 
4 Bromberek-Dyzman (2011), for example, sees sarcasm as a form of irony whose aim is to convey mild criti-

cism. More information on sarcastic irony will follow in section (1.5.1). 
5 More on banter will follow in section (1.5.4). 
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not only ironic phrases, such as “nice try” said to someone who made no effort, or ironic 

clauses or sentences, but also whole ironic texts and discourses.6 

Researchers want to capture at least a fraction of the multifariousness of irony; this 

is especially valid for irony production studies. Thus, for example, Recchia and colleagues 

(2010) look at children’s use of four types of verbal irony: sarcasm, hyperbole, understate-

ment and rhetorical questions. Gibbs Jr (2000), in turn, has identified as many as five major 

irony types as used by the participants of his study – college students and their friends; 

apart from the four types investigated by Recchia et al. (2010), he has also found jocularity, 

in which “speakers teased one another in humorous ways” (Gibbs Jr 2000: 12). Examples 

of such differences are many; however, there seems to be one major problem with typolo-

gies of this kind: the pinpointed types of irony do not seem to be mutually exclusive. For 

instance, an utterance may employ hyperbole and be jocular at the same time. Therefore, 

analysing them as separate entities is likely to yield skewed results. It is for this reason that 

arriving at a precise categorisation of irony types, with elements operating at the same level 

of abstraction and distinguishable by means of a single differentiating criterion, is of such 

importance for psychopragmatic research. 

The type of irony that seems to have been most widely studied in traditional prag-

matic explorations is declarative assertions, i.e., those assertions which can be perceived as 

either true or false (Haverkate 1990; Kumon-Nakamura et al. 2007). The bulk of psycho-

pragmatic research has focussed on a subcategory of this type: counterfactual statements, 

which typically take the form of a positively phrased utterance meant to communicate a 

negative evaluation (Ackerman 1982, 1983; Demorest et al. 1984; Capelli et al. 1990). 

Some studies (Dews et al. [1995a] 2007; Hancock et al. 2000; Harris and Pexman 2003) 

also examined negative counterfactuals – those in which a negative comment communicat-

ed a positive evaluation.7 It needs to be remembered, though, that these are but two sub-

types of irony, and therefore the scope of such analyses was far from exhaustive. After all, 

irony can be communicated by various kinds of utterances: not only assertions, but also 

requests, offers, or expressions of judgement or evaluation, among others. Further, irony 

need not be communicated in the declarative form; there are also ironic commands, excla-

mations or questions. Kumon-Nakamura et al. (2007) point out that irony can be expressed 

 
6 A classic example of an ironic text is Jonathan Swift’s (1729) essay known as A modest proposal, in which 

the author presents his solution to the problem of the impoverished Irish, suggesting that they should sell their 

children to be served as food for the rich. 
7 A more detailed account of the praising type of irony is provided in section (1.5.2). 
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by means of all five speech act types, as distinguished by Searle (1969): assertives, direc-

tives, commissives, expressives and declaratives.8 Analysing ironic expressions from this 

angle has at least two major advantages: taken together, speech acts constitute a closed cat-

egory, and, moreover, they operate at the same level of abstraction. In this sense, an analy-

sis of ironic utterances as belonging to one of these five types is free from the risk of cate-

gory overlap. This is the main reason why this very typology has been chosen for the 

purpose of the research described in Chapter 5. It has to be admitted that this systematisa-

tion is by no means a universal one, but it does belong with those which have enjoyed con-

siderable scholarly attention. Above all, it has assets which – in the present author’s view – 

make it superior to other taxonomies that have been developed so far: it is exhaustive with-

in the limits of the relevant level of abstraction, and it has mutually exclusive components. 

Thus, it enables one to perform a conclusive analysis of the problem being investigated. 

1.4. On the potency of irony 

The ubiquity and versatility of irony are by no means the sole reasons for its being an im-

portant object of study. Karsetter (1964: 162) points out that “irony has been used at times 

with great effectiveness” and writes about “its potential as a persuasive instrument.” 

Littman and Mey (1991: 148f.) write about just three major types of reasons for using iro-

ny: humour, social hedging, and instruction. Harris and Pexman (2003: 147), however, pro-

pose that there are a number of social functions that verbal irony can serve. In a similar 

vein, Banasik-Jemielniak and Kałowski (2022: 80) note that “[e]fficient irony use can serve 

a wide range of pragmatic goals.” Along the same lines, Kreuz and Long (1991) and Long 

and Kreuz (1991, as quoted in Kumon-Nakamura et al. 2007: 60) emphasize the broad 

scope of communicative purposes which can be attained via irony. In their study, partici-

pants were asked to enumerate the communicative goals of irony, and the most popular 

 
8 Still, it is Eggs (1979) and Haverkate (1990) who were among the first to point out that the scope of irony 

should not be restricted to assertives. Haverkate (1990), however, excludes declaratives from his analysis, 

claiming that “they are performed by means of performative formulas, to which no sincerity condition ap-

plies” and are therefore “incompatible with ironic interpretation” (Haverkate 1990: 89). While Kumon-

Nakamura et al. (2007) did not sample declaratives in their experimental stimuli, they did state explicitly that 

“[w]hen a declaration alludes to a violated norm or expectation and when it violates the felicity condition that 

a declaration can only be made by someone with the authority to make it, then a declaration may communi-

cate irony” (Kumon-Nakamura et al. 2007: 91). More on that will follow in section (1.6.5). 
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three were emphasizing a point, being humorous, and being derogatory. The reasons for 

using irony that followed were just as diverse: expressing emotion, alleviating personal or 

social discomfort, provoking a reaction, getting attention, managing conversation and, fi-

nally, dissembling. It is precisely the effectiveness and the versatility of irony that make it 

such a fascinating and important object of study. To capture the essence of a phenomenon 

so multifarious is a true challenge – such that many a scholar would not let pass. 

1.5. Why use irony at all? 

Previous sections have shown how many different reasons there are which prompt speakers 

to choose irony over other means of conveying information or attitude to their interlocutors. 

As has become clear by now, not all of the communicative goals of irony signalled in the 

above review are similar in nature, and they do not necessarily have to refer to the same 

aspects of communication. Indeed, it may happen that one and the same ironic utterance is 

employed for two very different – and sometimes even opposite – purposes. The most 

common uses of irony are discussed below. 

1.5.1. When irony is meant to hurt: Sarcasm 

Most pragmatic theorists of irony, including Sperber and Wilson (1986), have tended to 

claim that ironic utterances express evaluations which are predominantly of negative na-

ture. A similar, but somewhat stronger, view is held by Garmendia (2010: 397), who con-

tends that “irony is always critical.” The researcher goes even further than that, postulating 

that it is precisely this criticism that makes it possible to distinguish irony from the related 

phenomenon of metaphor. Controversial though this claim is – after all, it dates as far back 

as 1995 when Dews and colleagues (2007) demonstrated that irony could actually convey 

positive attitudes – one cannot deny that criticism can be expressed with great effectiveness 

via the vehicle of irony. 

At this point, before going into any further detail, we need to draw attention to the 

existence of a terminological distinction which has a long tradition and is widely, though 

not universally, recognised in the literature on irony. Psycholinguistic and pragmatic work 
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is ripe with various definitions of sarcasm and irony; in some of these, the two phenomena 

converge to a certain degree, while in others, a fine line is drawn between them. Muecke 

(1969: 54), for example, points out that “some sarcasms are not ironical at all and others 

scarcely or minimally ironical”, but at the same time admits that “[s]arcasm has been called 

the crudest form of irony.” Still, there are authors who – such as Gibbs Jr (1994b) – use the 

terms sarcasm and irony interchangeably, as synonyms. Notably, though, the same author 

has written that “it is possible to make sarcastic remarks without being ironic” (Gibbs Jr 

[1986] 2007: 174). Kreuz and Glucksberg (1989: 374) make a point that, despite the abun-

dance of disparate views on the issue, “there is a consensus in the literature that in using 

sarcastic irony, people utter what is blatantly false in order to convey a negative and truth-

ful comment on some topic.” The authors define “sarcastic irony” as “sarcasm expressed by 

verbal irony” (Kreuz and Glucksberg 1989: 374). This elucidation, however, does not pro-

vide sufficient criteria for distinguishing between sarcasm and irony. One may agree that 

“sarcasm is suspected whenever a remark is blatantly counterfactual” (Kreuz and Glucks-

berg 1989: 384), but it must be remembered that a great number of irony investigations take 

counterfactual statements as model examples of irony. Thus, counterfactuality cannot be 

considered the criterion differentiating between the two phenomena. The solution to the 

problem seems to have been found by Lee and Katz (1998). Drawing on Kreuz and 

Glucksberg’s (1989) work, they posit that sarcasm always has a particular victim of ridi-

cule, while irony has no specific target.9 The authors illustrate this distinction with the fol-

lowing example (Lee and Katz 1998: 1): 

 

(1)  What a sunny day! 

 

Uttered in stormy weather, this comment could be either ironic or sarcastic, depending on 

what it brought to mind. If the speaker merely expressed a nostalgic wish for some sun-

shine, this would be a case of irony. If, however, the remark alluded to or – even less so – 

evoked associations with a particular weather forecaster’s prognosis that the day would be 

 
9 Lee and Katz (1998) argue that Kreuz and Glucksberg (1989) actually make this distinction, which seems to 

be an overinterpretation. What Kreuz and Glucksberg (1989) have found in their experiments is that 

“[r]emarks in the context of an identifiable victim were more likely to be interpreted as sarcastic than were 

identical remarks in the absence of a victim” (Kreuz and Glucksberg 1989: 379) and that the availability of an 

explicit victim is among the cases in which sarcasm is “judged to be sensible and appropriate” (Kreuz and 

Glucksberg 1989: 384). A more detailed analysis of Kreuz and Glucksberg’s (1989) claims and findings will 

be offered in section (1.6.4). 
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sunny, then the utterance would be sarcastic, the inept forecaster being the target of ridi-

cule. 

Apart from bringing this useful distinction to scholarly attention, Lee and Katz 

(1998) tested it empirically in two experiments. Participants, all of whom were undergradu-

ate students, were divided into two groups, each of which was given several text passages 

to read; nota bene some of the passages were selected from the materials used by Kreuz and 

Glucksberg (1989). The undergraduates were supposed to perform a simple task: to rate a 

target expression on how good an example it was of sarcasm in the case of the first group, 

and of irony in the second group. It turned out in the first experiment that manipulating 

ridicule influenced only the ratings of sarcasm, leaving the ratings of irony unaffected. The 

results of the second experiment seem even more interesting, as the correlation between 

ridicule and sarcasm was significantly greater than the one between ridicule and irony. This 

indicates that mocking a particular person is far more important in sarcasm than it is in iro-

ny, which corroborates Kreuz and Glucksberg’s (1989) claim that the presence of an identi-

fiable target makes people more likely to judge sarcastic comments as reasonable. 

Indeed, sarcasm is “a form of irony in which the criticism is sharper, [and] clearer” 

(Garmendia 2010: 416), and it is very likely to be so because of the readily identifiable vic-

tim. For the same reason, sarcasm could be deemed a riskier means of expression than iro-

ny; after all, as is pointed out by Glenwright and Pexman (2010: 432), “the target who has a 

personal stake in the subject of criticism may perceive speaker attitude as being particularly 

hurtful rather than playful.” What is more, as was demonstrated by Toplak and Katz (2000: 

1481), sarcastic speech – when viewed from the perspective of speaker intent – is perceived 

as “more insincere, impolite, humorous, mocking, offensive, aggressive, anger-provoking, 

non-instructional, unclear”, while the speaker seems to be more self-satisfied. Also, targets 

reproached via sarcasm feel themselves more criticized. In short: speakers are sarcastic 

when they intend to be verbally aggressive, while victims find such criticism to be more 

severe than that expressed directly – which means that sarcasm does hurt. This is but one of 

the many reasons which make sarcasm a very effective communication tool. 

After this recapitulatory remark, let us now make a clarification vital to the purposes 

of the present thesis. As has been written above, the distinction between irony and sarcasm 

is generally acknowledged in the relevant literature, but it is not a universal one. For exam-

ple, Gibbs Jr (1994b), as already pointed out, treats the notion of sarcasm synonymously 

with that of irony in his comprehensive exploration of the psycholinguistic research on fig-
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urative language. So do Eisterhold and colleagues (2006) in their study of entire ironical 

exchanges.10 More than that, certain analyses devoted to figurative language leave sarcasm 

out altogether – such as Roberts and Kreuz’s (1994) examination. It could be the case that 

such authors tacitly assume that “irony” is a superordinate term, encompassing the instanc-

es of sarcasm in its semantic field, and that their analyses pertain to the phenomenon in its 

broad understanding; it might as well be the case, however, that they have failed to 

acknowledge if not the very existence, then the idiosyncrasy of sarcasm. It must be remem-

bered that – unless the tenets of a scientific examination are explicitly stated – one who 

makes unwarranted assumptions as to the author’s premises runs the risk of arriving at an 

inaccurate conclusion, to say the least. For this reason, the author of the present thesis 

would like to make her approach to terminology explicitly clear. In the current work, (ver-

bal) irony is taken to be the general, or broader, term. The terms sarcasm and sarcastic iro-

ny are used synonymously to refer to the hurtful subtype of irony which is directed at spe-

cific targets, an approach that is in line with the distinction attributed to Kreuz and 

Glucksberg (1989) by Lee and Katz (1998). 

1.5.2. The mystery of positive irony 

Having made the terminology clear, let us now come back to our discussion of the func-

tions of irony. It has been postulated in the previous section that irony can convey criticism 

effectively. Indeed, most ironic utterances have the surface form of a positive message, 

while they in fact carry a negative evaluation. There is, however, a type of irony in which 

the opposite takes place: a surface-level rebuff is meant to communicate praise. Let us illus-

trate this with an example of a speaker who, having just eaten a delicious meal prepared by 

a friend famous for her cooking talent, utters the following comment: 

 

(2)  You are such a terrible cook! 

 

 
10 The authors use the names “irony” and “sarcasm” interchangeably, making their stance on the issue clear 

and explicit: “[w]e assume (…) that it is impossible to differentiate, on theoretical grounds, between irony and 

sarcasm” (Eisterhold et al. 2006: 1240). 
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Taken literally, this utterance would express criticism, but it is in fact an ironic 

compliment on the receiver’s kitchen skills. 

Ironic praise, also known as asteism (Attardo 2000), has been demonstrated to be 

less frequent than ironic criticism (Dews et al. 1995b; Schwoebel et al. 2000).11 Gibbs Jr 

(2000) reports the results of his study in which – out of all the utterances which were classi-

fied as sarcastic12 – a far lower number was constituted by those stated negatively to com-

municate a positive message.13 Moreover, there are studies whose results indicate that iron-

ic compliments are more difficult to process than ironic criticisms; this effect has been 

found for children. To be precise, young participants have been demonstrated to be more 

apt at gauging the belief of an ironic speaker in ironic criticism than in ironic praise (Han-

cock et al. 2000; Harris and Pexman 2003; Pexman and Glenwright 2007). Given the fact 

that, linguistically, ironic compliments do not differ from ironic criticisms in any structured 

way (Nakassis and Snedeker 2002: 10), the asymmetry between these two kinds of irony 

becomes even more interesting. The problem has been addressed by several researchers 

who have proposed different theories to account for it. Let us begin our analysis with the 

oldest explorations. 

To Grice ([1978] 1989), the asymmetry issue does not seem to exist. This stems 

from his approach to the nature of irony in general: he claims that irony is always meant “to 

reflect a hostile or derogatory judgement or a feeling such as indignation or contempt” 

(Grice 1989: 54). This does not mean that this author has failed to acknowledge the exist-

ence of negatively phrased comments which convey a positive meaning; it is to the contrary 

– he provides and analyses an example of an utterance of this kind (Grice 1989: 54): 

 

(3)  What a scoundrel you are! 

 

 
11 Under this name, positive irony is seen as a rhetorical figure, or a figure of speech – therefore, the term is 

not typically used in psycholinguistic research. It does, however, appear in pragmatics-oriented literature 

(Berrendonner 1981; Mizzau 1984; Attardo 2000). 
12 It has to be remembered that the definition of sarcasm that Gibbs Jr (2000: 12) applied in his study was 

different from the one adopted here; under his approach, sarcasm covered utterances “where speakers spoke 

positively to convey a more negative intent”; as can be seen, no mention is made of the need for a specific 

target of ridicule. Still, one can notice that ironic praise is exactly the opposite of what Gibbs Jr (2000) de-

fined as “sarcastic”, and it is therefore somewhat surprising that the two phenomena were not mutually exclu-

sive within his framework. 
13 Of all sarcastic utterances, only “15% presented negative statements to convey positive message” (Gibbs Jr 

2000: 19), as opposed to the majority (69%) of positive statements conveying a negative meaning. 
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Such a comment made to a person with whom the speaker is friendly could be perceived as 

an instance of positive irony; on Grice’s (1989) account, however, utterances of this type 

are not considered ironic but playful. Moreover, they would not be deemed appropriate 

unless there was at least minimal justification for such direct address – for instance, the 

person in question might have done something that some people, though not the speaker, do 

not approve of. Thus, what others would classify as positive irony, Grice (1989: 54) lists as 

playfulness – a phenomenon that he considers to be distinct from irony. Consequently, 

there could be no talk of the asymmetry issue within his framework. While it would have 

been logically possible for him to compare the incidence of irony and playfulness, such a 

research topic is by no means obvious: a big difference in the occurrences of two separate 

phenomena is necessarily less striking that the same difference in the occurrences of two 

varieties of a single kind. Hence, researchers who considered negative utterances with a 

positive meaning to belong to the category of irony were more likely to appreciate the ex-

istence of a discrepancy in the incidences of the two irony types and, further, to look for the 

reasons for such a state of affairs. We owe a lot of what we now know about irony to at-

tempts at resolving the asymmetry issue. 

An appealing, though perhaps somewhat inconsistent, approach to the problem was 

adopted by Sperber and Wilson (1981; Wilson and Sperber 1992). When introducing their 

notion of “relevance”, they analyse just the type of irony in which the expression uttered by 

the speaker is accompanied by “ridicule or scorn” (Wilson and Sperber 1992: 76), that is 

ironic criticism. When going into more detail, however, the authors acknowledge the exist-

ence of what they call “a strange asymmetry in the uses of irony” (Sperber and Wilson 

1981: 312), noting that one is far more likely to encounter an expression which is positive 

on the surface but conveys a more negative evaluation than an expression in which the re-

verse takes place. Pointing out that the traditional meaning-reversal approach cannot ac-

count for the phenomenon, Sperber and Wilson (1981: 312) present their explanation, in 

which they refer to conventional rules of behaviour that are accepted in a given society.14 

By virtue of being generally known and frequently called upon, these standards are readily 

 
14 Traditional models of irony comprehension viewed the intended ironic meaning as the opposite of an utter-

ance’s literal meaning. A more detailed discussion of this problem and its implications will follow in section 

(1.6.1), which looks at the standard pragmatic model. 
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available to be echoed.15 Negative evaluations, in contrast, tend to be more specific, as they 

usually concern a particular person or situation. This, in turn, makes them far less likely to 

be mentioned. Sperber and Wilson (1981: 312) sum it up the following way: “it is always 

possible to make ironical mention of the norm (…) [, but] there must be past doubts or fears 

to echo if the mention of a critical judgement is to count as ironical.” 

A similar solution to the problem of asymmetry is offered by Kreuz and Glucksberg 

(1989), who also utilise the idea of referring to norms, but whose elucidation seems to be 

more exhaustive than Sperber and Wilson’s (1981). These authors claim that positive 

statements which communicate criticism are more frequent than negatively expressed 

praise because they do not require that the speaker should refer directly to some previous 

status quo; instead, such expressions may – as Kreuz and Glucksberg (1989: 374) put it – 

“implicitly allude” to societal norms and standards of behaviour. It is crucially important to 

note that these standards are almost always of positive character, and it is for this very rea-

son that there is no possibility of negative statements making analogous implicit allusions. 

Thus, in order to be understood, ironic compliments require explicit antecedents. 

A very different interpretation of the asymmetry issue is proposed by Giora (1995), 

according to whom irony consists in indirect negation. Her explanation of the problem is 

simple: if we assume that irony involves implicit negation, then it follows that a negatively 

stated ironic utterance should be more difficult to process than a positively phrased one, 

since the negation is doubled – and double negation means greater complexity. 

Garmendia (2010) looks at the asymmetry problem from an altogether different an-

gle. As has already been signalled, this author holds a somewhat controversial view that 

“every ironic speaker intends to criticize” (Garmendia 2010: 403). This idea seems quite 

surprising when we consider the phenomenon of positive irony. The point put forward by 

Garmendia (2010), however, is that even such instances of irony communicate criticism.16 

She illustrates her claim with the following example (Garmendia 2010: 400): 

 
15 The notion of echoing is among the most significant concepts for a group of theoretical approaches which 

are known under the label of “echoic theories of irony”. These, together with other major accounts, will be 

elaborated on in section (1.6). 
16 When referring to positive irony, Garmendia (2010) often writes the term in inverted commas, or premodi-

fies it with epithets such as “alleged”, or “so called”; moreover, the subsection of her paper in which she 

analyses some instances of the phenomenon is entitled “False positives” (Garmendia 2010: 405). The author 

goes so far as to claim that many researchers support the notion of positive irony just “because some exam-

ples that appear to be ironic praise cannot be explained otherwise” (Garmendia 2010: 399). Garmendia (2010: 

418) makes it explicitly clear in the end notes of her analysis that her use of the term “criticism” never in-

volves positive connotations. 
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(4)  Andy has taken an exam. He repeatedly tells Tim that he made a mess of it. 

The day when he goes to see what his grade is, Tim is with him. They both 

see that Andy has received an A. 

Tim: You definitely made a mess of it. 

 

According to the author, the speaker’s utterance must carry some other meaning apart from 

communicating praise of Andy’s performance on the exam; if this wasn’t so, the message 

would not be informative. Additional implicatures must follow which were intended by the 

ironic speaker. Knowledge of the context is very helpful, if not crucial, in deciphering what 

these might be. Garmendia (2010: 406) gives a few possible ideas: that Tim finds Andy’s 

grievances boring, that he will not attach weight to Andy’s words, and that Andy was being 

nonsensical. She then goes on to propose that all of the listed meanings were conveyed by 

the speaker’s ironic retort. It must be admitted that, within so broadly understood content, 

one can indeed easily identify the criticism that at first glance seemed to be lacking in 

Tim’s comment. However, to the best of the present author’s knowledge, whether such a 

wide interpretation of ironic utterances of this type is shared by more language users re-

mains to be tested experimentally. 

Somewhat more recently, a similar perspective on positive irony has been proposed 

by Dynel (2018a). The author considers this type of irony a myth; on her account, the ma-

jority of such utterances are “tantamount to non-ironic humorous (truthful or overtly un-

truthful) utterances” (Dynel 2018a: 47) which are not ironic, though often mistaken as such. 

What Dynel (2018a) considers to be more plausible examples of positive irony are utter-

ances that have some kind of an antecedent. She postulates that while this type of irony 

entails both positive and negative evaluations, it is motivated by the negative evaluation 

(Dynel 2018a: 51). On this account, the speaker conveys a negative evaluation of the ante-

cedent. Thus, as the author puts it, “positively evaluative irony is a myth” (Dynel 2018a: 

51). 
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1.5.3. Irony as a tool for being polite 

In the discussion of the asymmetry issue, one important theoretical contribution was delib-

erately omitted: the Tinge Hypothesis (Dews and Winner 1995; Dews et al. 2007). On this 

view, “the evaluative tone of the literal meaning of ironic utterances automatically colors 

the hearer’s perception of the intended meaning” (Dews and Winner 1995: 3). In the exper-

iments conducted by Dews and Winner (1995) people perceived ironic insults as less dep-

recatory than literal insults and the ironic speaker as less annoyed.17 Also, the speaker-

target bond was viewed as affected less negatively than in the case of literal criticism. In-

terestingly, an analogous pattern of results was found in the case of ironic praise: ironic 

compliments were seen as less praising than their literal counterparts, the speaker seemed 

to be less appreciative, and the speaker-target bond was perceived as influenced less posi-

tively. Thus, irony was demonstrated to mute praise or criticism present in the literal, or 

surface, meaning. The conclusion crucial for this part of our analysis is that irony can be 

seen as a strategy for being polite – a claim which has only recently ceased being contro-

versial, as the phenomena of irony and politeness were traditionally perceived as distinct, if 

not contradictory (Padilla García and Alvarado Ortega 2010). 

Among those first to see irony as a strategy for being polite was Laura Alba-Juez 

(1994, 1995), who looked into the issue from the perspective of Brown and Levinson’s 

(1987) Politeness Theory. She was not the only one, however – an interesting observation 

concerning the politeness function of irony was made by Kumon-Nakamura and colleagues 

(2007): in one of their experiments, they included ironic over-polite requests among other 

experimental stimuli. It turned out that this type of requests was deemed “insulting but not 

rude” – as opposed to under-polite utterances, which were perceived as “not only insulting, 

but also rude” (Kumon-Nakamura et al. 2007: 86). Taken together, Kumon-Nakamura and 

colleagues’ (2007) data demonstrate that irony communicated via over-politeness is an ef-

fective way of conveying negative sentiments and even insulting others without appearing 

rude. Moreover, if the addressee does not recognise the irony intended in an over-polite 

utterance, then “neither rudeness nor insult is perceived, permitting a speaker to avoid los-

ing face” (Kumon-Nakamura et al. 2007: 84). 

 
17 It has to be remembered, though, that there exist studies whose results support a contrary claim – namely 

that ironic criticism intensifies the disapproval aimed at a given target rather than diluting it. Take, for exam-

ple, the findings of Colston ([1997] 2007), who has shown that in many cases “ironic criticism is used pre-

cisely because it is particularly negative and critical” (Colston 2007: 335). 
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1.5.4. Irony as a way of bonding: Humour 

It has been for at least a third of a century that researchers who study communication have 

appreciated the impact that teasing has on close relationships (Aronson et al. 2007: 169). 

The concept of teasing, in turn, is of great importance to the present analysis because – de-

spite being neither identical nor synonymous with the object of our scrutiny – it is very 

closely related to irony. Kotthoff (2007: 274) gives examples of ironic acts which are per-

formed teasingly, showing how the two phenomena can work together. She defines teasing 

as “a personally addressed jocular remark with a bite, often performed in front of a public” 

(Kotthoff 2007: 271). It must be remembered, however, that no single definition of the con-

cept of teasing has been universally agreed on. Keltner and colleagues (2001) – in their 

review of studies that have looked into the problem – have managed to identify the major 

features of teasing that are generally acknowledged in the relevant literature. Apart from 

aggression, the authors pointed to what they called “more prosocial behaviours” (Keltner et 

al. 2001: 232), which included humour and play. Indeed, what many researchers consistent-

ly point to is that teasing constitutes a crucial component of various socialisation practices, 

especially those taking place between people who are close, such as romantic partners, par-

ents and their children, as well as friends (Baxter 1992; Keltner et al. 1998; Gibbs Jr 2000; 

Aronson et al. 2007). One reason for this could be that teasing enables people to point out 

the undesirability of others’ behaviour in an indirect, and thus more subtle, way (Gibbs Jr 

2000). Moreover, it makes it possible for people to build up their relationship via, as Gibbs 

Jr (2000: 8) put it, “the indirect expression of affection, shared laughter, and the messages 

that the act of teasing communicates.” The last point, taken from Baxter (1992: 357), refers 

to a particular property of teasing: it is a rather risky form of expression. This is so because 

it may easily be misinterpreted as an insult; such risk is far smaller when the interactants 

are familiar with one another (Lampert and Ervin-Tripp 2006: 51). Thus, what Baxter 

(1992: 359) points to is that when people tease, it also implies that they are close enough to 

do so without the danger of their relationship being negatively affected. A related point is 

made by Dynel (2008: 241), who writes that even those teases which on the surface level 

seem aggressive in fact aim for solidarity. Here, the author points to the phenomenon of 

“mock impoliteness” (Dynel 2008: 241), which holds between people who are intimate. 

Indeed, teasing is one way in which people communicate their closeness, affinity and 

knowledge of one another. In this way – as Kotthoff (2007: 274) points out – they can “af-
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firm their identity as part of the in-group.” Among friends, irony makes it possible to cope 

with various social differences in a light way; those who are in “leave the domain of offi-

cial face politics” (Kotthoff 1996: 315) to playfully reach a higher level of affinity. Inter-

actants may go so far as to engage in a whole series of humorous retorts, or “multi-turn 

teases” (Dynel 2008: 241) – this phenomenon is known as banter (Norrick 1993; Dynel 

2008). Its crucial distinguishing feature is that the humorous lines are exchanged very 

quickly, thus yielding similarity to “a match of verbal ping-pong” (Dynel 2008: 243).18 

It must be noted at this point that differentiating between teasing and insulting – 

easy as it may be for the members of the in-group – is typically a daunting task to an out-

side observer, who is not acquainted with the common ground shared by the participants of 

the playful activity (Dynel 2008: 257). Keltner and colleagues (1998: 1231) point to the 

paradoxical nature of teasing, writing that it “criticizes yet compliments, attacks yet makes 

people closer, humiliates yet expresses affection.” It is for this very reason that the shared 

group identity plays such an important role; otherwise, the act of teasing could easily be 

misunderstood.19 

As has already been indicated, teasing and humour have repeatedly been linked to 

irony (Dynel 2014b, 2014a; Garmendia 2014; Gibbs Jr et al. 2014); still, it has to be borne 

in mind that “[t]he study of (…) [these] playful forms is plagued by definitional problems” 

(Attardo 2001: 160). Reyes and colleagues (2012: 1) look at both irony and humour, label-

ling them as “two playful domains of language.” Hirsch (2011: 316), in contrast, draws a 

fine line between the uses of these phenomena. On her approach, a given comment can be 

classified as either ironic or humoristic depending on the combination of cues available. 

The author admits, however, that there exist cases of overlap. A yet different view is adopt-

ed by Boxer and Cortés-Conde (1997), who investigated the role of joking and teasing in 

social interactions. The researchers make it explicitly clear that they treat joking and teas-

ing as two very distinct activities. In fact, they consider teasing to be “one of three humor-

ous speech genres, the other two being (…) joking about an absent other; and (…) self-

denigrating joking” (Boxer and Cortés-Conde 1997: 279). The authors oppose their per-

spective to that of Norrick (1993), who treats conversational joking as a superordinate cate-

 
18 For an excellent collection of articles on banter, see Jobert and Sorlin (2018). 
19 Keltner and colleagues (2001: 229) point out that teasing can cause more disquieting ends, as when it puts 

people down, embarrasses, or – even – harasses them. 
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gory for teasing, word play, and verbal tools such as sarcasm and mockery (Boxer and Cor-

tés-Conde 1997: 278). 

It has to be remembered that, whatever terminology one chooses to adopt, the exist-

ence of a link between irony and humour is widely recognised in the relevant literature. 

Dynel (2019: 2) postulates that “the figure of irony may, but does not need to, display hu-

morous potential.”20 On Littman and Mey’s (1991: 149) account, on the other hand, all iro-

ny is believed to have a humorous component. Moreover, one of the commonly acknowl-

edged aims of irony is to amuse (Garmendia 2010: 416).21 As regards the perception of 

ironic comments, these tend to be viewed as funny (Garmendia 2010: 416); it is perhaps for 

this reason that both humour and teasing have been used as indices of irony comprehension 

in many empirical explorations (Harris and Pexman 2003; Pexman and Glenwright 2007; 

Nilsen et al. 2011). 

1.6. How do people understand irony? Major theories of adult irony comprehension 

Having discussed the reasons why people decide to communicate their meaning via irony, 

let us now move on to see how it is that we create – and others understand – ironic messag-

es. Researchers and theoreticians have put forward a number of theories which aim at elu-

cidating the process of irony comprehension. All of these have varying implications, a lot 

of which are often quite irreconcilable. As will become clear from the further analysis, 

some of the fundamental questions concerning the processing of irony have, as yet, not 

received exhaustive and widely accepted answers. And still, one cannot forget that each of 

the theories proposed so far – despite being insufficient to account for all the intricacies of 

the problem – has broadened our knowledge of irony, shedding new light and bringing im-

portant issues to the scholarly discussion. 

 
20 For a detailed account of the relationship between humour and irony, see Dynel (2018b). 
21 This property tends to be recognised even by those who highlight the critical function of irony, such as 

Garmendia (2010), who – similarly to Dynel (2018a) – opposes the very idea of positive irony. 
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1.6.1. The standard pragmatic model and its implications 

The review of linguistic theories of irony opens with what is often referred to as the tradi-

tional pragmatic approach, or the standard pragmatic model, a view which has its origins in 

the work of Grice (1975, 1989) and Searle (1979). On this account, irony does not differ 

considerably from other types of figurative language, constituting “a violation of conversa-

tional norms rather than a more direct reflection of a figurative mode of thought” (Gibbs Jr 

1994a: 436). 

On Grice’s (1975: 45) view, when speakers engage in conversation, they cooperate, 

or adhere to the “cooperative principle”. They do so by observing four Conversational 

Maxims: Maxim of Quantity, Maxim of Quality, Relation, and Manner. Each of the max-

ims provides clear rules concerning different aspects of what conversational input should 

be like. Thus, first of all, a contribution should be just as informative as the purposes of a 

particular exchange require it to be (Grice 1975: 45), too much input being almost as bad as 

too little. Secondly, speakers should not lie, and neither should they share information for 

which they do not have evidence. Thirdly, they should be relevant. Finally, they should 

express their point briefly and in an orderly way, avoiding ambiguity and obscurity (Grice 

1975: 46). 

When they make sense of communicative acts, listeners believe that speakers obey 

the maxims; however, if they are to grasp all of their interlocutor’s message, they need to 

take into consideration more than the string of words that has been uttered (Grice 1975). 

Let us illustrate this with the following example: 

 

(5)  Don’t you think we could eat something? 

 

At the surface level, this utterance is phrased as a question. If the hearers were to take it at 

its face value, a simple “yes” or “no” would suffice as an answer. And yet, we intuitively 

feel that in uttering these words, the speaker wanted to achieve something other than find-

ing out whether the hearers did or did not think that the party could do with some food. The 

question was intended as an indirect request, an appeal to have a meal. Such utterances can 

only be understood if we assume that speaker meaning is more than a mere collection of 

words put together. Grice (1975) posits that, apart from what is said on the surface level, 

there is also a second element that makes up speaker meaning: the implied sense. This phe-
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nomenon, referred to as “conversational implicature”, typically has a content which ex-

ceeds the one available superficially: “speakers may intend an illocutionary (i.e., communi-

cative) effect that is not directly accessed via a word-by-word analysis of a sentence” 

(Creusere 1999: 214). Such an implicature can be generated in two ways: speakers can ei-

ther invoke the particular conversational maxims or intentionally flout them (Creusere 

1999: 214). 

Analysed from the Gricean perspective, irony can be considered an example of the 

second way of implicature creation: it constitutes a clear violation of the Maxim of Quality, 

since the information available at the surface level of the utterance is not true.22 On the oth-

er hand, irony could also be viewed as flouting the Maxim of Quantity, because – taken at 

face value – ironic utterances do not seem to be particularly informative (Creusere 1999: 

215).23 Either way, in order to decode the intended message, the receiver needs to appreci-

ate that the speaker has violated one or more maxims deliberately, creating an implica-

ture.24 Typically, this is possible by confronting the utterance’s literal meaning with the 

contextual cues available. On Grice’s (1975, 1989) and Searle’s (1979) view, it is only 

when this surface informational content has been rejected that the hearer can begin to look 

for an alternative interpretation, which, importantly, has to be the direct opposite of the 

literal meaning of the utterance. Hence, the account postulates that irony comprehension is 

a two-stage process. 

Even though the standard pragmatic model gained wide scholarly recognition as the 

first systematic attempt at elucidating the processes underlying figurative language pro-

cessing, it does have certain limitations. Creusere (1999: 217), in her metaanalysis of theo-

ries of irony comprehension, points to several shortcomings of this approach. One of these 

is its inability to account for the fact that adults can easily distinguish between irony and 

lies – after all, both phenomena entail breaking the Gricean Maxim of Quality. This issue is 

of particular relevance to the present analysis, as it has significant implications for devel-

opmental research: it has been demonstrated that the appreciation of ironic intent is often 

 
22 Still, one needs to remember that the ironist’s intention is not to cheat or lie to the hearer. It is typically the 

case that the real message is clear to “at least some members of (…) [the] audience” (Creusere 1999: 215). 
23 As Creusere (1999: 215) notes, some researchers perceive irony as “an indirect informative device” (Kreuz 

and Glucksberg 1989; Dews et al. [1995a] 2007; Giora 1995). Viewed from this perspective, the role of irony 

consists in conveying important information about the speaker’s attitude (Kreuz and Glucksberg 1989; Giora 

1995; Kumon-Nakamura et al. 2007). 
24 To be precise, whenever a speaker blatantly flouts a maxim in order to generate a conversational implica-

ture, Grice (1975: 49) speaks of the maxim as “being EXPLOITED”. 
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problematic for the youngest users of language, who seem to be unable to distinguish be-

tween irony and deception (Demorest et al. 1984).25 Creusere’s (1999: 217) two other criti-

cisms of the traditional model concern the informativeness of ironic comments and their 

relevance to a given dialogic exchange. As the author notes, newer accounts of irony pro-

cessing have been advanced in order to address these and other issues that the standard 

pragmatic model has failed to clarify. 

1.6.2. Echoic mention theory 

A theory which was supposed to be more exhaustive than older approaches was proposed 

by Sperber and Wilson (1981).26 According to the authors, the major asset of the new ac-

count is that it “explains why ironical utterances are made, and why they occasionally (but 

not always) implicate the opposite what they literally say” (Sperber and Wilson 1981: 296). 

In their analysis, the researchers present their criticism of the concept of figurative mean-

ing, pointing out that even the notion of literal meaning is far from unambiguous: “[i]t is 

(…) quite typical for an utterance to have dozens, or even hundreds, of possible proposi-

tional interpretations” (Sperber and Wilson 1981: 298).27 Despite the abundance of these 

literal senses, hearers seem to have no difficulty choosing the right one; contextual cues are 

believed to play a vital role here. Still, if apart from the literal options, hearers also had to 

filter through the possible figurative interpretations, disambiguation would no longer be 

such an easy task – and it has to be remembered that it is an integral element of the pro-

cessing of every utterance. Thus, the concept of figurative meaning “becomes a real source 

of difficulty” (Sperber and Wilson 1981: 299); therefore, Sperber and Wilson (1981) pro-

pose to abandon it altogether. Moreover, the authors point out that the notion of figurative 

meaning cannot be effectively incorporated into Grice’s (1975, 1989) standard pragmatic 

 
25 A detailed analysis of the major findings concerning children’s comprehension of irony will be presented in 

Chapter 2. 
26 In their 1981 article, Sperber and Wilson (1981: 295–6) criticize two older accounts of irony; apart from the 

standard pragmatic model, they distinguish “the traditional semantic approach”, which encompasses the tradi-

tional attempts to define irony in reference to the concept of meaning: “[a]n ironical utterance is traditionally 

analysed as literally saying one thing and figuratively meaning the opposite” (Sperber and Wilson 1981: 295). 
27 As will be demonstrated, Sperber and Wilson’s (1981) view of literal meaning is broader than that of their 

predecessors; the authors claim that every utterance has a number of different senses, and therefore the con-

cept of an unequivocal literal meaning has no raison d’être within their framework (Sperber and Wilson 1981: 

298-299). 
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model, since an implicature cannot possibly constitute an opposite to the literal, or surface, 

meaning of an ironic utterance (Sperber and Wilson 1981: 299). At this point, a further 

problem emerges: that of determining what the opposite of a literal sense is. Previous theo-

ries of irony did not specify how to attain this goal, and the task is by no means simple: 

even if one arbitrarily decided on a particular, narrowly defined literal meaning, there 

would still be cases in which finding an opposite to such a meaning would be impossible.28 

After all, irony is not a homogeneous phenomenon, and there are many fairly different 

kinds of utterances “that can be more or less loosely called ironical” (Sperber and Wilson 

1981: 298). 

Sperber and Wilson (1981: 302) claim to have identified a major regularity in this 

abundance of utterance-types: they posit that all instances of irony express a particular type 

of speaker attitude. If a regular literal sentence expresses an attitude, this attitude typically 

relates to the phenomenon that the utterance is about. The situation is dramatically different 

in the case of irony, where the attitude concerns the utterance itself. The authors illustrate 

this distinction with many examples; let us choose just two from their list (Sperber and 

Wilson 1981: 300 ff.) – one ironic and one literal, both uttered by someone caught in a 

downpour: 

 

(6)  What lovely weather. 

(7)  What awful weather. 

 

While older approaches to irony would interpret both of these comments as referring to the 

weather, Sperber and Wilson’s (1981) account postulates the existence of a vital difference 

between the two. Unlike the utterance in (7), the ironic comment in (6) does not impart the 

speaker’s actual opinion of the atmospheric conditions or – more broadly – of the topic of 

the utterance (Sperber and Wilson 1981: 302). Here, the speaker conveys an opinion 

“ABOUT (…) [the] utterance, rather than BY MEANS OF it” (Sperber and Wilson 1981: 302). 

This “intuitive distinction”, as the authors call it, is claimed to be closely linked to “the 

distinction drawn in philosophy between the USE and MENTION of an expression” (Sperber 

and Wilson 1981: 303), where the former term concerns relating to what the expression is 

about, and the latter concerns relating to the expression itself. Further, Sperber and Wilson 

 
28 Sperber and Wilson (1981: 302) illustrate this point with the example of ironical questions. 



 27 

(1981: 304ff.) draw two other important distinctions: one between mention of an expression 

and mention of a proposition, and the other between explicit and implicit mention. The first 

of these two differentiations has its grounds in the observation that mention does not neces-

sitate repetition of a whole exact phrase; one may as well mention a proposition – that is, 

the content of an utterance.29 The second distinction points to the fact that mention does not 

always have to be explicit: a concept may be mentioned implicitly, without any direct indi-

cation of being invoked. On Sperber and Wilson’s account, not all of the four above cases 

of mention are equally easy to identify; for instance, the only type claimed to be attainable 

in formal language is explicit mention of an expression (Sperber and Wilson 1981: 306). 

The remaining three kinds are far less evident, implicit mention of a proposition being the 

one most difficult to pinpoint. The researchers deem it likely that whole groups of this last 

type have been omitted or misconstrued, and they believe irony to be among these. They 

posit that irony constitutes a particular kind of echoic mention: “[t]he speaker mentions a 

proposition in such a way as to make clear that he [or she] rejects it as ludicrously false, 

inappropriate, or irrelevant” (Sperber and Wilson 1981: 308). Notably, the source message 

does not need to precede its echo directly – the two may actually be quite distant in time, 

and there even exist what Sperber and Wilson (1981: 307) call “anticipatory echoes”. There 

are a number of cues which help the hearer infer the speaker’s attitude to the proposition: 

“the speaker’s choice of words, his [or her] tone (doubtful, questioning, scornful, contemp-

tuous, approving, and so on), and the immediate context” (Sperber and Wilson 1981: 307). 

To fully decode an ironic message, however, the hearer needs to acknowledge one more 

thing on top of the speaker’s disposition towards the proposition: he or she also has to be 

aware that the uttered words are an instance of mention, and not use. As soon as this – as 

Sperber and Wilson (1981: 308) put it – “double recognition” is made, automatic retrieval 

of the relevant implicature ensues. 

The authors point out that their approach helps to clarify several further issues relat-

ed to irony. One of these is the “ironical tone of voice”, which – on Sperber and Wilson’s 

(1981: 311) account – is a perfectly natural phenomenon, constituting one of the ways in 

which the ironic speaker manifests his or her attitude to the uttered words.30 Similarly, 

changes in the speaker’s register or style are viewed as nothing out of the ordinary, given 

 
29 Here, Sperber and Wilson (1981: 304f.) illustrate their claim with the example of “free indirect style”, a 

kind of third-person narration in which the content of a character’s thoughts is presented, but reporting com-

ments such as “she said” are optional (if inserted, then in the form of a parenthesis). 
30 A more exhaustive account of the role of tone of voice in irony perception will come in section (2.2.3). 
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that irony involves echoing a proposition, and especially such that is deemed ridiculous or 

unacceptable. Another important problem that is addressed by Sperber and Wilson’s (1981) 

approach is the asymmetry in the occurrences of ironic criticism and ironic praise.31 The 

authors posit that one is more likely to encounter the former than the latter because ironic 

criticism does not require explicit antecedents; it echoes social norms and standards of be-

haviour which are generally agreed on, widely known in a given culture, and therefore 

readily available to be mentioned. In contrast, ironic praise requires an explicit source: 

“there must be past doubts or fears to echo if the mention of a critical judgment is to count 

as ironical” (Sperber and Wilson 1981: 312). Finally, the authors put forward a claim that 

their theory can easily predict whether an ironic comment will have a victim.32 They pro-

pose that an ironic comment is inevitably directed at the authors of the expression or propo-

sition echoed – regardless of whether they really exist or are imaginary. Optionally, the 

ironic effect may be boosted if the comment is tinged with criticism or if the addressee fails 

to recognise the speaker’s ironic goal. 

1.6.3. Pretense theory 

An account meant to be simpler, and yet to have greater explanatory power than Sperber 

and Wilson’s (1981) echoic mention theory, was proposed by Clark and Gerrig (1984) and 

is known under the name of Pretense theory. One of the major sources that the authors of 

this approach drew from is Grice (1989). Interestingly, these researchers note there are cer-

tain similarities between Grice’s (1989) account and Sperber and Wilson’s (1981) theory – 

notably, it was Grice (1989: 53) who pointed to the existence of a close link between irony 

and “the expression of a feeling, attitude, or evaluation”.33 More important still, it was 

Grice (1989: 54), too, who claimed that “[t]o be ironical is, among other things, to pre-

 
31 The “asymmetry issue” was discussed in detail in section (1.5.2). 
32 This issue of irony being directed at a target was addressed in more detail in section (1.5.1). 
33 As has been discussed earlier, one of the tenets of Sperber and Wilson’s (1981) theory is that the informa-

tiveness of irony consists in conveying information about the speaker’s attitude. These authors criticise older 

accounts, including the standard pragmatic model, which – in their view – if not neglected the problem of the 

informativeness of irony, then did not pay due attention to this issue. Sperber and Wilson (1981: 301) postu-

late that saying the reverse of the literal meaning cannot be informative, pointing out that if it were otherwise, 

speakers would have no reason to resort to irony to communicate their message. 
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tend.” This idea was the starting point for Clark and Gerrig (1984); the other source that the 

authors drew from was Fowler’s (1965) definition of irony: 

Irony is a form of utterance that postulates a double audience, consisting of one party that 

hearing shall hear and shall not understand, and another party that, when more is meant than 

meets the ear, is aware both of that more and of the outsiders’ incomprehension. [It] may be 

defined as the use of words intended to convey one meaning to the uninitiated part of the au-

dience and another to the initiated, the delight of it lying in the secret intimacy set up between 

the latter and the speaker. (Fowler 1965: 305f.; Clark and Gerrig 1984: 121f.) 

The key concept in the above definition is double audience. When this idea is put together 

with the notion of pretense, hinted at by Grice (1978: 54), one arrives at pretense theory, 

which views the ironist as pretending to be an imprudent person talking to uninformed lis-

teners (Clark and Gerrig 1984: 121). The speaker wants at least one member of the audi-

ence to recognise that he or she does not really mean the uttered words and is in fact mock-

ing not only the person who would say such a thing, but also those who would accept a 

comment of this type. The listener who has understood all this can relish or, as Fowler 

(1965: 306) puts it, “delight (...) in the secret intimacy” established between him- or herself 

and the ironist; after all, they are both aware of the ignorance of others, and can therefore 

be seen as members of “the inner circle” (Clark and Gerrig 1984: 122). 

A theory of irony thus formulated can easily account for a number of questions ad-

dressed more or less successfully by Sperber and Wilson (1981). The first of these is the 

issue of asymmetry between positive and negative irony, for which problem Clark and 

Gerrig (1984: 122) give a simple explanation. Drawing on Jorgensen and colleagues’ 

(1984: 115) work, the authors note that in making judgements, people customarily make 

use of “culturally defined criteria of excellence” (Jorgensen et al. 1984: 115) and success 

(Clark and Gerrig 1984: 122) – and this is especially relevant for those who are not particu-

larly knowledgeable; such norms are the sole thing they can refer to. According to pretense 

theory, it is specifically this kind of individual that the ironic speaker is most likely to mim-

ic (Clark and Gerrig 1984: 122).34 Consequently, superficially positive comments are the 

ones more likely to dominate. Another problem that finds a natural explanation within 

Clark and Gerrig’s (1984) account is that of ironic tone of voice: the ironist assumes the 

voice of the person that he or she is pretending to be, often adding elements of caricature or 

exaggeration to make attitude more explicit (Clark and Gerrig 1984: 122). 

 
34 And not, for example, a dissatisfied expert. 



 30 

Yet another issue addressed by Clark and Gerrig (1984) is the problem of victims of 

irony. Pretense theory predicts two types of such victims: one will be the person being 

mimicked, and the other – all those who failed to recognise the pretense. As the authors 

point out, mention theory is incapable of making this distinction (Clark and Gerrig 1984: 

122). 

Clark and Gerrig (1984) present even more cases which are problematic for echoic 

theory and for which their theory offers an elegant solution. This advantage stems from the 

fact that the key concepts in these two accounts are of different natures; the notion of pre-

tense does not yield itself to an analysis in terms of the philosophical “use-mention” dis-

tinction pointed to by Sperber and Wilson (1981). To make this point, Clark and Gerrig 

(1984: 123) refer to Ryle’s (1950: 339) elucidation of pretense: “[a]ctors in speaking their 

parts before the audience are not, strictly, using their words. They are not being defiant, 

remorseful, loving, or desperate, but only pretending to be so. Their utterances cannot be 

classified as either ̒ use’ or ̒ mention’.” Further, Clark and Gerrig (1984: 123) point out that 

their concept of pretense can be successfully applied not only to all instances of ironic men-

tion, but also to many other cases of irony which cannot be interpreted as such. As a lucid 

example of this, they take a literary piece of work – Jonathan Swift’s (1729) essay A mod-

est proposal. In the text, the author presents his solution to the XVIII-century problem of 

the masses of destitute Irish children that their beggar parents could not provide for, as a 

consequence of which the children were seen as a great burden to the society. The idea put 

forward in the essay was simple: each such child should be turned into “four dishes of ex-

cellent nutritive meat” (Swift [1729] 2008: 8) and served to the rich. The argumentation is 

conducted “[m]ethodically, and with perfect seriousness” (Clark and Gerrig 1984: 123). 

Obviously, Swift’s (1729) work is ironic from its first lines to the very last sentence; Clark 

and Gerrig (1984: 123) even note that many deem it “a model piece of irony” and indeed, 

analysed from the perspective of pretense, the irony in the essay is perfectly clear and rea-

sonable. If, however, one wanted to explain it by means of Sperber and Wilson’s (1981) 

theory, then the whole text would have to be considered echoic mention (Clark and Gerrig 

1984: 123) which, in turn, leads us to the question of the source of such mention. It is hard 

to imagine for a text eight pages long to be a quotation, but it is still harder to imagine that 

someone could have believed in or uttered the whole spectrum of absurd ideas presented in 

the text. Moreover, as Clark and Gerrig (1984: 123) intelligently point out, eating children 

cannot be considered an element of “popular wisdom or received opinions” (Jorgensen et 
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al. 1984: 144). Furthermore, neither can it be placed among social norms, or “standards or 

rules of behaviour [which] are culturally defined, commonly known, and frequently in-

voked” (Sperber and Wilson 1981: 312). The only possibility to deal with Swift’s (1729) 

irony within the framework of mention theory would be to see it as an implicit echo, but if 

this is the case, then – as Clark and Gerrig (1984: 124) put it – “surely almost anything 

goes”, the more so as Sperber and Wilson (1981) did not provide any criteria for determin-

ing whether a given reference was acceptable as an implicit echo or not (Clark and Gerrig 

1984: 125). Clark and Gerrig’s (1984) theory, in contrast, is precise in specifying what can 

constitute an object of pretense: “[i]ronists can pretend to use the words of any person or 

type of person they wish, just as long as they can get the intended audience to recognize the 

pretense and, thereby, their attitude toward the speaker, audience, and sentiment of that 

pretense” (Clark and Gerrig 1984: 125). Here, common ground shared by the speaker and 

his or her audience is critically important: it is only those listeners who have the necessary 

information that will be able to recognise the pretense. Importantly, the ironist will not dis-

close the pretense to the audience; he or she wants the listeners to discover it on their own 

(Clark and Gerrig 1984: 125).35 Sometimes, as is the case with Swift’s (1729) essay, the 

author wants the audience to be taken in at first, only to recognise the pretense later, as it 

unfolds. This subtle “game of deception and discovery” (Clark and Gerrig 1984: 125) that 

the ironist plays with the listeners is an aspect altogether missed by mention theory. To sum 

up, “[m]entioning prior utterances (…) does not do justice to what the ironist is trying to 

do” (Clark and Gerrig 1984: 125). 

1.6.4. Echoic reminder theory 

An approach which was meant to combine the advantages of echoic mention theory and 

pretense theory, at the same time avoiding the pitfalls of these accounts, was proposed by 

Kreuz and Glucksberg (1989) and is known under the name of echoic reminder theory. The 

notion of “reminding” is closely related to that of “echoic mention”; the authors posit, 

though, that the latter term is too restrictive and that it does not draw due attention to the 

 
35 This was already pointed out by Grice (1989: 54): “while one wants the pretense to be recognized as such, 

to announce it as a pretense would spoil the effect.” 
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function of ironic expressions (Kreuz and Glucksberg 1989: 375).36 Here, sarcastic expres-

sions which use the literal sense of an utterance are a case in point.37 Kreuz and Glucksberg 

(1989: 383) illustrate their idea with the example of a mother who is being exaggeratedly 

polite in order to convey a sarcastic message to her daughter: 

 

(8)  “Would you very much mind if I asked you, please, to perhaps consider 

cleaning up your room sometime this month?” 

 

In saying this, the mother is making three communicative goals manifest at the same time: 

“[s]he is directly asking a question, indirectly making a request, and also being sarcastic” 

(Kreuz and Glucksberg 1989: 383). In Sperber and Wilson’s (1981) terms, a comment thus 

articulated cannot be considered an instance of “mention”: the literal meaning is not merely 

referred to; it is intended. Thus, the utterance belongs to the category of “use” and, by the 

same token, falls outside the explanatory scope of echoic mention theory. This is the point 

at which reminder theory offers a solution. Kreuz and Glucksberg (1989: 375) claim that, 

on hearing such utterances, the listener is reminded “not only of a shared expectation or 

cultural norm but also of a discrepancy between what is and what should be.” The sarcasm 

intended in (8) is successful because the standard expectation is that one should clean his or 

her room once in a while, and – moreover – that a daughter should obey her mother.38 

Another important observation made by Kreuz and Glucksberg (1989) is that even 

though all ironic utterances make reference to some previous events, not all reminders of 

this type are of the echoic kind: “not all antecedent events are actual or implied utterances” 

(Kreuz and Glucksberg 1989: 375). Once again, reminder shows itself as a broader catego-

ry and, for this reason, the authors propose to treat echoic interpretation as a particular type 

of reminder. In this way, their theory can account for a wider array of phenomena: it does 

not merely focus on how language is utilised by the ironic speaker, but, above all, it looks 

at “how the communicative goal of expressing an attitude is accomplished” (Kreuz and 

 
36 Interestingly, Sperber and Wilson admitted in a later work that the term “mention” was not broad enough to 

capture all cases of ironic utterances: “[m]ention is a self-referential (…) use of language: it requires full 

linguistic or logical identity between representation and original (…) We have therefore abandoned the term 

ʻmention’ in favour of the more general term ʻinterpretation’” (Sperber and Wilson 1986: 264). 
37 Here, “use” is meant in Sperber and Wilson’s (1981) terms. 
38 At this point, Kreuz and Glucksberg (1989: 383) draw on Brown and Levinson’s (1987) claim as to the 

factors which influence the level of politeness that a given communicative act has in a particular culture. 

Among the conditions relevant for requests, Kreuz and Glucksberg (1989: 383) list “the amount of imposition 

on the addressee and the social status differential between requester and addressee.” 
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Glucksberg 1989: 383). To attain such an ambitious goal, the theory cannot stop at the mere 

claim that ironic utterances refer to past events, but it has to go beyond the level of linguis-

tic considerations and take into account human psychology. Thus, if ironic expressions are 

to be understood, the reference that they involve has to be detected by the hearer. The hear-

er, in turn, can only recognise the reference if he or she is familiar with the event referenced 

– in other words, the speaker and the hearer need to share knowlegde; this, as Kreuz and 

Glucksberg (1989: 383) observe, has already been pointed out by Clark and Gerrig (1984). 

In contrast to the latter’s pretense theory, echoic mention theory does not attend to the issue 

of “shared relevant knowledge” directly, this being one of the reasons why the account 

cannot be deemed an exhaustive one. 

Pretense theory, on the other hand, is shown to be ineffective for an altogether dif-

ferent reason. While Kreuz and Glucksberg (1989: 384) agree with Clark and Gerrig (1984) 

that “pretense theory is more powerful than echoic mention theory”, they still point to the 

possibility that the account may be too strong and too narrow at the same time. This is not 

least because the concept of “pretense” can “with little stretching”, as Kreuz and Glucks-

berg (1989: 384) put it, “be applied to all indirect speech acts.” The authors illustrate this 

with several examples, in one of which a speaker makes an indirect request for someone to 

open a window, formulating it as a commentary on the hot temperature in a room (Kreuz 

and Glucksberg 1989: 384): 

 

(9)  It sure is hot in here! 

 

In no way is this utterance ironic, but it may well be claimed to involve pretense: wanting 

the window to be opened, the speaker may only be pretending to make an observation on 

the heat in the room. When one goes further into Clark and Gerrig’s (1984) theory to look 

at how the notion of pretense functions in ironic utterances, another problem emerges. As 

Kreuz and Glucksberg (1989: 384) point out, the requirement that the speaker should pre-

tend three things at once – that he or she is someone else, believing in the expressed propo-

sition and speaking to imagined listeners – is not only unconvincing, but also far from es-

sential. The authors refer to the results of their experiments, which clearly show that 

counterfactuality detected in an utterance is enough for the listener to make presumptions 

as to the speaker’s sarcastic intent. If an explicit target or antecedents of other type are 

available for reference, then sarcasm is conceived of as applicable and suitable (Kreuz and 
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Glucksberg 1989: 384). Thus, to explain this kind of reminder-based reasoning, one need 

not resort to the concept of pretense. Accordingly, “on grounds of generality and of parsi-

mony”, Kreuz and Glucksberg (1989: 384) claim reminder theory to be superior to pretense 

theory. 

When they take all three theories into account, Kreuz and Glucksberg (1989) draw a 

fine line between their approach and the two older approaches. The major difference is that 

“[b]oth mention and pretense theory are theories of linguistic use” (Kreuz and Glucksberg 

1989: 384), while the concept of echoic reminding is of psychological nature, which in turn 

gives this account the advantage of a broader perspective.39 It is thanks to this shift in focus 

that reminder theory is able to account for the efficacy of ironic utterances which involve 

neither mention nor pretense. This, moreover, makes the approach a possible fundamental 

for a “psychologically testable theory of verbal irony” (Kreuz and Glucksberg 1989: 384). 

1.6.5. Allusional pretense theory 

An account of irony which was meant to have a broader explanatory scope than Kreuz and 

Glucksberg’s (1989) echoic reminder theory and to be more precise than Clark and Gerrig’s 

(1984) pretense theory was formulated by Kumon-Nakamura and colleagues ([1995] 2007), 

and is known as allusional pretense theory.40 The motivation that the authors give for pro-

posing a new view of irony is the inability of previous theoretical approaches to account for 

a number of clear cases of verbal irony. Their theory, in contrast, looks at a wide range of 

utterance types, and is therefore inclusive. 

Kumon-Nakamura and colleagues (2007: 62) point to two major features of ironic 

utterances. The first is that such utterances are meant to be allusive, that is “they are intend-

ed to call the listener’s attention to some expectation that has been violated in some way” 

(Kumon-Nakamura et al. 2007: 62). This can be attained in various ways, one of which is 

 
39 Kreuz and Glucksberg (1989: 384) note that this has already been pointed out by Williams (1984), who 

compared mention and pretense theory with regard to their explanatory power for irony. In the final section of 

her paper, Williams (1984: 129) writes that “[p]erhaps, in fact, the distinction between the mention and the 

pretense theories is ultimately an issue for linguistic analysis and is not a matter for psychological test at all” 

and concludes that “it seems clear that the two theories in fact derive from the same traditional definition of 

irony.” 
40 Note the date of the original publication of Kumon-Nakamura and colleagues’ article, which is given in 

square brackets. In further discussion of the article, it is referred to as Kumon-Nakamura et al. (2007), which 

is the edition used by the current author. 
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either direct or indirect echoing of someone’s beliefs or comments, as put forward by Sper-

ber and Wilson’s (1981) account. Thus, the notion of allusion is postulated to be a broader 

term than both echoing and reminding. 

The second critical feature of ironic utterances is pragmatic insincerity (Kumon-

Nakamura et al. 2007: 62). This means that such utterances “violate one or more of the fe-

licity conditions for well-formed speech acts” (Kumon-Nakamura et al. 2007: 61). Felicity 

conditions were formulated by Austin (1962), whose description was further developed by 

Searle (1969, 1979). These requirements are the criteria that every utterance has to meet in 

order to function as a well-formed and acceptable speech act, and they pertain to four major 

areas: “the propositional content of an utterance, (…) the status of both the speaker and the 

hearer of the utterance, (…) the sincerity of the psychological state expressed or implied by 

the utterance, and (…) the perception of the speaker’s sincerity by the hearer” (Kumon-

Nakamura et al. 2007: 61). Whenever a speaker is seen as deliberately flouting the condi-

tions for one or more of the aspects listed, pragmatic insincerity ensues. Importantly, it is 

this meaning that Kumon-Nakamura and colleagues (2007) refer to whenever they speak of 

“pretense” which, as we remember, is one of the two key terms in the name of their theoret-

ical approach to irony. What is interesting, these authors’ understanding of “pretense” is not 

very different from Clark and Gerrig’s (1984) apprehension of the term, the latter claiming 

that the ironic speaker is “pretending to be an injudicious person speaking to an uninitiated 

audience” (Clark and Gerrig 1984: 121). Kumon-Nakamura and colleagues (2007: 93f.) 

posit that Clark and Gerrig (1984) use the concept of pretense with reference to proposi-

tions only, but if the scope of such use was broadened so as to cover all speech acts, then 

Clark and Gerrig’s (1984) “pretense” would be identical to their “pragmatic insincerity”. 

Thanks to the interplay of its two major criteria for irony, allusional pretense theory 

can account for the irony in a number of varying expressions. In the first of their experi-

ments, Kumon-Nakamura and colleagues (2007: 63) utilised a wide range of utterance 

types which represented “four major categories of speech acts: assertives, directives, com-

missives, and expressives.” Assertives are utterances which describe some status quo; the 

authors divided this category into two main groups: counterfactual statements and true 

statements (Kumon-Nakamura et al. 2007: 63). An example of the latter group is the fol-

lowing comment uttered to a person who has a talent for cooking, but is boastful about it: 

 

(10)  You sure know how to cook. 
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The former category – that of counterfactual statements – has as many as three subtypes. 

The first of these comprises counterfactuals whose surface form is positive. Let us take the 

following words uttered by someone eating a disgusting meal as an example: 

 

(11)  This certainly is delicious food. 

 

The second subtype is comprised of counterfactuals which have a negative surface form. 

The example given by Kumon-Nakamura and collaborators (2007: 63) is the comment be-

low, made to a person who – despite claiming to have no culinary skills – has just prepared 

a delicious meal: 

 

(12)  You certainly don’t know how to cook. 

 

The final type of counterfactual statements is constituted by those which have a neutral 

surface form and is illustrated by Kumon-Nakamura et al. (2007: 63) with the following 

remark uttered to a person who produced a very short piece of writing: 

 

(13)  This is a long paper. 

 

The second major type of speech acts discussed by Kumon-Nakamura and collabo-

rators (2007) is directives – statements whose aim is to “get someone to do something” 

(Kumon-Nakamura et al. 2007: 63). Here, the authors employed both questions and over-

polite requests. The example they give of a question is: 

 

(14)  How old are you? 

 

addressed to an adult person behaving inappropriately for his or her age, while their exam-

ple of an over-polite request is: 

 

(15)  I’m sorry to bother you but I’m just wondering if it is at all possible for you 

to maybe consider turning the music down a little bit? 

 



 37 

uttered late at night to a loud and boisterous neighbour (Kumon-Nakamura et al. 2007: 63). 

Commissives, the third major speech act type addressed by Kumon-Nakamura and 

colleagues (2007), are statements in which the speaker commits him- or herself to do some-

thing. A good illustration of an ironic commissive is the following: 

 

(16)  I can go to the bar and order another small quiché for you. 

 

addressed to a person who has already gobbled up a large tart. 

The fourth and last type of speech acts represented in Kumon-Nakamura and col-

laborators’ (2007) experimental stimuli is expressives, that is, statements in which the 

speaker overtly manifests his or her feelings, such as: 

 

(17)  Thank you for your help. 

 

said to a person who has in fact done nothing to help the speaker. 

Declaratives, or declarations, as Kumon-Nakamura and colleagues (2007: 91) call 

them, constitute the fifth type of speech acts, and are “utterances that, simply by being ut-

tered, accomplish something.” Although the authors did not select any of these for the pur-

pose of their experiment, they make it clear that declaratives, just as any other speech act 

type, can constitute a vehicle for ironic meaning. Two conditions have to be fulfilled here. 

Firstly, the utterance has to allude to a violated standard or a disappointed hope, in accord-

ance with what the allusional pretense account postulates for all instances of irony. Second-

ly, the felicity condition has to be violated that a declaration should be made exclusively by 

a person in authority to do so (Kumon-Nakamura et al. 2007: 91). The authors give the fol-

lowing example as an illustration (Kumon-Nakamura et al. 2007: 91): 

 

(18)  I dub thee Sir Galahad. 

 

The comment is uttered by a passer-by to a young gentleman who has flamboyantly thrust 

his cloak onto the ground so as to prevent the woman accompanying him from wetting her 

shoes in the puddle. The reason why this utterance is ironic is, first, because such behaviour 

is nowadays considered to be genteel to the point of ridicule; second, because the speaker is 
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by no means in position to grant knighthood to another – that is, he or she is pragmatically 

insincere (Kumon-Nakamura et al. 2007: 91). 

The fact that allusional pretense theory aims to account for irony in such a wide 

spectrum of speech acts is an important innovation distinguishing this approach from pre-

vious theories which, albeit none of them explicitly stated this, focussed solely on asser-

tives (Kumon-Nakamura et al. 2007: 62) – and specifically, on counterfactual statements. 

Drawing on the popularity of assertives among theoreticians of irony, one might come to 

expect that this type of utterances constitutes the prototype of irony and should, therefore, 

be perceived as the most ironic of all speech acts; it has been demonstrated, however, that 

this is not the case. In the first of Kumon-Nakamura and colleagues’ (2007) series of exper-

iments, the mean irony rating for assertives – 5.95 (the maximum, 7.0, being “definitely 

ironic”) – did not differ reliably from that for the combination of other utterance types, 

which was 5.36. In fact, it was expressives – insincere thanks – that were rated as most 

ironic of all, with the mean of 6.10 (Kumon-Nakamura et al. 2007: 66). Although these 

differences did not reach statistical significance, they nevertheless point to the fact that as-

sertives may not be the epitome of irony that they previously were tacitly assumed to be. In 

consequence, one may postulate that the theoretical accounts of irony which focussed sole-

ly on this utterance type, consistently neglecting others, were – least to say – incomplete. 

With this respect, allusional pretense theory is, as its authors put it, “the more general and 

inclusive” approach (Kumon-Nakamura et al. 2007: 62). 

Among the wide array of expressions that the allusional pretense account takes un-

der scrutiny are, as has already been indicated, over-polite requests. One of the situations in 

which speakers are likely to employ irony in this manner is when they “ha[ve] to make a 

request when no request should have been necessary in the first place” (Kumon-Nakamura 

et al. 2007: 78) – for instance, when the speaker must repeat a request neglected by the ad-

dressee. In such a situation, apart from the content of the message, the speaker will also 

want to communicate his or her disappointment at being ignored. An under-polite request 

made in such circumstances would be considered rude; an over polite one, however, will 

most probably be interpreted as ironic, because “only over-polite requests are likely to be 

perceived as insincere” (Kumon-Nakamura et al. 2007: 79).41 It is this property of irony 

 
41 Kumon-Nakamura et al. (2007) point out that one of the functions of irony is politeness: by pretending to 

be civil, the speaker can avoid a direct confrontation, and thus express his or her displeasure in a way which 

helps “maintain one’s own face, as well as the face of others” (Kumon-Nakamura et al. 2007: 78). The con-

cept of “face” is understood in Brown and Levinson’s (1987) terms here. 
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that makes it such a useful tool for those who want to express their displeasure and, possi-

bly, insult their neglectful interlocutor without appearing to be rude at the same time. 

Apart from taking a wide spectrum of potentially ironic expressions under scrutiny, 

allusional pretense theory addresses the problem of the asymmetry of discourse irony, that 

is the fact that people can readily communicate irony by uttering a positive comment about 

a negative event, while the reverse – uttering a negative comment about a positive event – 

often verges on linguistic anomaly (Kumon-Nakamura et al. 2007: 72). Sperber and Wilson 

(1981: 312) claimed that this was so because of the positive character of norms and stand-

ards of behaviour shared by people in a given culture. As these norms are commonly 

known, they are also readily available to be mentioned in an ironic comment. This is not 

the case with negative expectations, which are specific to a given occasion or circumstance; 

if a speaker wants to make ironic reference to these, he or she first needs to make them 

manifest. Kreuz and Glucksberg’s (1989) experimental findings confirmed this explanation 

– in their experiments, negative statements about positive events were correctly identified 

as ironic when they were preceded by explicit negative expectations. Kumon-Nakamura 

and colleagues (2007: 73) broaden the explanatory scope of this line of reasoning. If the 

mechanism involved in irony is not restricted to echoing, but is taken to be more general, as 

is the case with all instances of allusion, then it may as well be attained implicitly, by 

means of hinting at known standards of behaviour or common expectations. Thus, on the 

account of allusional pretense theory, “explicit negative antecedents should not be neces-

sary for negative utterances to communicate irony” (Kumon-Nakamura et al. 2007: 73); 

any departure – either explicit or implicit – from the expected state of affairs should be suf-

ficient for the utterance to be considered allusive. The authors verified this – as they call it 

– “implicit social norm hypothesis” (Kumon-Nakamura et al. 2007: 77) experimentally, and 

their findings have confirmed that negative comments about positive events can be ironic if 

they are preceded by negative expectations. 

It is not only the asymmetry issue that Kumon-Nakamura and colleagues (2007) put 

to test; the authors tested the tenets of their theory in a series of experiments, and the results 

did indeed point to the key role of pragmatic insincerity and allusion to failed expectations 

– the two factors that the allusional pretense account foregrounds as critical for irony. The 

researchers posit that these elements are “important and perhaps necessary” (Kumon-

Nakamura et al. 2007: 91f), admitting at the same time that they are insufficient if one 

wants to convey ironic meaning. Consequently, they propose two more such criteria. The 
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first of these is that the speaker should express the attitude that he or she has towards the 

object of the utterance (Kumon-Nakamura et al. 2007: 92). It is important that the ironist 

“care one way or another about the failed expectation” (Kumon-Nakamura et al. 2007: 92); 

if he or she is neither disappointed and nor perceived as such, then irony should not ensue. 

The second condition proposed by Kumon-Nakamura and colleagues (2007) is shared 

knowledge, the importance of which has already been pointed out by Clark and Gerrig 

(1984). The hearer can only decode the intended ironic message when he or she shares or is 

at least aware of the unfulfilled expectation or the breached standard. If this condition is not 

satisfied, irony will not be recognised even if the speaker intended to convey it (Kumon-

Nakamura et al. 2007: 92). Interestingly, the authors point out that the mutual knowledge 

necessary for grasping ironic meaning may be established “during discourse itself” 

(Kumon-Nakamura et al. 2007: 93); they note, however, that this property is not unique to 

irony. What they claim to be unique to it is the fact that irony brings an unfulfilled hope, a 

failed expectation or a violated standard “into linguistic co-presence” (Kumon-Nakamura et 

al. 2007: 93). 

1.6.6. Relevance theory 

Relevance theory, proposed by Sperber and Wilson (1986) in their seminal book Rele-

vance: Communication and cognition, is an altogether new approach not only to irony, but 

to communication, and its premises are radically different from those of traditional ap-

proaches. The major difference is that Relevance theory, in contrast to the classical code 

model, is an inferential model of communication (Wilson and Sperber 2002: 249). This has 

serious implications for how the relevance theoretic account explains the process of arriv-

ing at speaker meaning – including the meaning intended by an ironist. On the traditional 

view, decoding the speaker’s message could only be attained by “using an identical copy of 

the code” (Wilson and Sperber 2002: 49). The new approach, in contrast, posits that “com-

munication can be achieved in ways which are as different from one another as walking is 

from plane flight” (Sperber and Wilson 1986: 3). Sperber and Wilson (1986: 3) include the 

processes of coding and decoding in these different ways, but they also consider “providing 

evidence for an intended inference” to be among such means for attaining communicative 

goals. The authors state clearly what it is that they believe to be the aim of inferential 
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pragmatics: it is to explicate how hearers arrive at speaker meaning by drawing on the evi-

dence available (Wilson and Sperber 2002: 250). 

On the relevance theoretic approach, every utterance raises expectations of rele-

vance in the hearer; Wilson and Sperber (2002: 250) posit that these expectations are opti-

mal, that is, they are sufficient to direct the hearer toward speaker meaning. Information is 

considered relevant when its processing within a context of background knowledge leads to 

what the authors call “a positive cognitive effect” (Wilson and Sperber 2002: 250), which 

amounts to affecting the hearer’s world view. An important issue here is efficiency: “cogni-

tive processes (…) are geared to achieving the greatest possible cognitive effect for the 

smallest possible processing effort” (Sperber and Wilson 1986: vii). 

Such a view of communication is by no means in conflict with Sperber and Wil-

son’s (1981) echoic mention theory; it is to the contrary – the latter fits very well into the 

former. In their 2012 book, the authors stated that the solution they offered thirty years be-

fore not only captured the essence of irony and the mechanisms governing it, but also an-

swered a number of questions that traditional accounts “could only describe” (Wilson and 

Sperber 2012: 145). The researchers claim that the three “puzzling features of irony” (Wil-

son and Sperber 2012: 126) that the older approaches noted, but failed to account for, find a 

clear and straightforward explanation within echoic theory and, broader, the relevance theo-

retic framework. Let us, then, have a look at these three questions and at the answers pro-

posed by Sperber and Wilson (1986; Wilson and Sperber 2002, 2012). 

The first of the three issues is that of attitude as conveyed by ironic utterances. In 

their discussion of the topic, the authors make an observation that metaphor and irony are 

both traditionally viewed as “departures from a convention, norm or maxim of literal truth-

fulness” (Wilson and Sperber 2012: 127); this is so in spite of the fact that the two phenom-

ena are radically different in the respect that one entails the expression of attitude, and the 

other does not. Wilson and Sperber’s (2012) key postulate is that “the ironical attitude is 

not a puzzling feature added to a specific kind of trope, it is constitutive of irony” (Wilson 

and Sperber 2012: 141). The very relevance of irony consists in conveying the dissociative 

attitude of the speaker to an attributed thought, and Wilson and Sperber (2012: 141) sum it 

up the following way: “[n]o irony without an ironical attitude, no ironical attitude without 

an echoed attributed thought as its object.” 

The second important aspect of irony taken up by the authors is what Wilson and 

Sperber (2012: 127) label as “normative bias”: it is the fact that irony is predominantly used 
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to criticise.42 Here, again, the authors offer the same explanation that they gave thirty years 

earlier, in their seminal paper from 1981 (Sperber and Wilson 1981): social norms are typi-

cally positive and, therefore, always readily available to be echoed. Ironic praise, in con-

trast, requires explicit antecedents if it is to succeed. 

The third problem analysed by the authors is that of the ironical tone of voice. Older 

approaches could not account for its existence, and neither could they do so for the inexist-

ence of an analogous metaphorical tone of voice (Wilson and Sperber 2012: 128). Echoic 

theory, once again, offers a simple solution, linking the vocal tone to the kind of attitude 

that irony communicates. One needs to remember that this tone of voice is by no means an 

obligatory feature of irony; it may serve as an additional cue to help the listener recognise 

the speaker’s intention – especially in cases when background knowledge may be insuffi-

cient to direct the hearer towards the interpretation desired by the ironist (Wilson and Sper-

ber 2012: 123). As metaphor does not convey attitude and does not entail echoing, there is 

no need for it to be associated with any particular vocal tone (Wilson and Sperber 2012: 

143). Thus, the double problem of the lack of a metaphorical tone of voice and the exist-

ence of an ironical one has found an explanation. 

In the concluding paragraph of their chapter on irony, Wilson and Sperber (2012: 

145) admit that, since the publication of their first article proposing echoic theory, a lot of 

research has been conducted on irony – “inspired or otherwise stimulated” by their work. 

They make their stance clear, however, that these attempts have been successful only when 

they derived from and developed the echoic account (Wilson and Sperber 2012: 145).43 

1.6.7. Irony as indirect negation 

An alternative account of irony was proposed by Giora (1995). Its fundamental claim – one 

making it radically different from other approaches – is that irony does not have only one 

interpretation. Giora (1995: 240) contrasts her stance with both echoic and pretense theo-

ries, which construe of irony as entailing only that sense which is not expressed. On her 

account, irony comprehension “involves processing both the negated and implicated mes-

 
42 This issue was discussed in more detail in section (1.5.2). 
43 Having made this claim, the authors close their discussion with the following, refreshingly pawky, rhetori-

cal question: “Aren’t we modest?” (Wilson and Sperber 2012: 145). 
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sages, so that the difference between them may be computed” (Giora 1995: 239). Analysed 

from this perspective, the literal, or explicit, meaning is by no means a useless construct, as 

was the case in older theories; playing a vital role in the understanding of ironic messages, 

it cannot be discarded. 

Such a view of meaning construal has inevitable consequences for more global as-

pects of irony comprehension. Since it involves activating and comparing two meanings, 

the processing of irony is necessarily a complex operation and will, therefore, take more 

time than the processing of the same utterance meant literally (Giora 1995: 239). Here, Gi-

ora (1995) supports her claim with reinterpreted experimental data from Gibbs Jr ([1986] 

2007).44 Although the conclusions he drew from the study were just the opposite – namely, 

that irony does not take longer to understand than nonironic utterances – Giora (1995) 

claims that his results can be reanalysed in an altogether different vein, so that they are con-

sistent with the indirect negation view. 

The first of the reservations that Giora (1995) has to former empirical explorations 

into irony concerns the popular method of comparing ironic utterances to their literal 

equivalents. The source of the problem here is that a literal comment, uttered in the same 

context as its ironic counterpart, will not be sufficiently informative, resulting in “discourse 

inappropriateness” (Giora 1995: 250); moreover, such a counterpart “usually involves ex-

plicit negation (which is more difficult to understand and prohibitive)” (Giora 1995: 254). 

Giora (1995: 251) claims that, to reliably measure the processing complexity of figurative 

and literal language, one should calculate “the difference between a literal and a nonliteral 

use of the same utterance in appropriate contexts.” She points out that the data obtained by 

Gibbs Jr (2007) can readily be analysed in this way and, having done that, concludes “that 

Gibbs’s findings may serve to support the traditional view that expects irony to be more 

difficult to understand than literal language” (Giora 1995: 252). 

Further, Giora (1995) takes a closer look at another measure of processing difficulty 

that Gibbs Jr (2007) used in his experiment: this time, the problem concered participants’ 

“paraphrase judgments of the target sentences” (Giora 1995: 253). Gibbs Jr’s (2007) results 

were that subjects took longer to rate the paraphrases of nonsarcastic than sarcastic com-

ments. Giora’s (1995) interpretation of this finding differs substantially from the one of-

fered by the author of that study; while he sees it as suggestive of the relative simplicity of 

 
44 Note the date of the original publication of Gibbs Jr’s article, which is given in square brackets. In further 

discussion of the article, it is referred to as Gibbs Jr (2007), which is the edition used by the current author. 
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irony processing, she claims that this pattern of results reflects “the double meaning of sar-

casm” (Giora 1995: 253). Giora’s (1995: 253) line of reasoning is as follows: with ambigu-

ous comments, it is easy to activate, or recognise the available second meaning; with uni-

vocal comments, however, there is no additional, previously prepared interpretation. Thus, 

the paraphrase of the latter group is likely to be more problematic and less effective than 

that of the former. 

Giora (1995) finds further support for her view of irony in an analysis of “combined 

(paraphrase judgement and target sentence) reaction time” (Giora 1995: 253) data obtained 

by Gibbs Jr (2007). Here, again, she interprets the pattern of results as indicating that it is 

harder to process a sarcastic remark than it is to understand the same comment when used 

literally. 

When she draws on Gibbs Jr’s (2007) results, Giora (1995) – apart from subjecting 

them to a major reanalysis – provides alternative explanations to a number of issues that 

have been addressed by earlier theoretical approaches. Among others, she invokes the rat-

ing data obtained by Gibbs Jr (2007) to reject Sperber and Wilson’s (1981) idea that irony 

is necessarily echoic. Also, she offers a new answer to the asymmetry issue, clarifying why 

it is so that people take longer to understand what she defines as negative irony – i.e., praise 

phrased as a surface criticism – than they do positive irony.45 Giora’s (1995: 254) reasoning 

is simple: if irony involves implicit negation, then the comprehension of a negative ironic 

statement must be more difficult than that of a positive one since it entails making a “dou-

ble negation”, and not just a single one. 

Another case in which Giora (1995) offers an alternative explanation to Gibbs Jr’s 

(2007) data is when she looks at the results of his experiments which tested participants’ 

memory for sarcastic utterances. According to Gibbs Jr (2007), sarcasm has certain inher-

ent features which make remarks of this type more memorable: it entails echoing common-

ly known standards of behaviour, and it, moreover, performs “a special role of relating 

speakers and hearers by the mention of a previously stated belief or attitude” (Gibbs Jr 

2007: 188). Giora (1995: 254) presents an altogether different reason why recall of irony 

 
45 It is vital to point out that in this matter Giora’s (1995) nomenclature is critically different from the conven-

tion applied by the author of the present analysis, to whom positive irony is synoymous with ironic praise, and 

negative irony – with ironic criticism. Giora’s (1995) terminological choices were motivated by the surface 

form of the utterance: positive for ironic criticism, and negative for ironic praise. It is establishment of differ-

ent points of reference (figurative/implicit/intended versus literal/explicit/surface meaning) that is the source 

of these terminological issues. 
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should be easier than that of nonironic utterances, and here, again, her argumentation is 

simple: “[a] marked message, particularly a humorous one, is more memorable than un-

marked or redundant information.” 

In her further discussion of “the relative difficulty” of understanding ironic utter-

ances, Giora (1995) draws on the results of developmental studies, which demonstrate that 

children – especially pre-schoolers – experience problems comprehending irony.46 Also, 

she points to an oddity which has repeatedly been noted in the literature: it is not only chil-

dren who fail to grasp the meaning of ironic comments; adults may do that, too (Booth 

1974; Demorest et al. 1984). Furthermore, there have been cases in which experts in the 

field had difficulty recognising ironic intent (Giora 1995: 255). Hence, the question may 

arise as to why people choose to use such a complex form of speech if there is a risk of 

them being misunderstood. 

Giora (1995: 258ff.) gives several reasons for employing indirect instead of direct 

negation, the first being the communicative goal that irony serves: it is not only a highly 

informative tool, but also a smart and stimulating one. Further, indirectness enables the 

speaker to prevent manifesting the restrictive character of negation and, in this way, “to 

refrain from [making] explicitly negative utterances that might have unpleasant effect” (Gi-

ora 1995: 260). Thus, Giora (1995: 260) – similarly to authors such as Leech (1983) or 

Myers (1990), and drawing on Brown and Levinson (1978) – views irony as a “ʻpoliteness 

strategy’ which enables the speaker to negate (i.e., deny, contradict, disagree, suggest the 

contrary, the opposite, a less than interpretation, etc.) by using an affirmative expression.” 

Importantly, the conflict, or “opposition” (Giora 1995: 260) caused by an ironic utterance is 

less explicit than would be the case if the negation was direct. As a last resort, the ironic 

speaker can always pretend that no unfavourable sentiment has been communicated; this, 

again, would not be possible with explicit negation. Giora (1995: 260) points out that it is 

the indirectness inherent in irony that has made this means of expression so popular among 

minority or nonconformist groups, enabling them to criticise authorities and challenge es-

tablished norms in a veiled way. 

Giora’s (1995: 262) conclusion to the claims reported above is simple: even though 

the processing of irony is more complex than that of its literal counterparts, speakers do 

choose this tool for particular communicative purposes which cannot be achieved other-

 
46 A detailed analysis of the major findings of explorations into irony processing and perception in children 

will be conducted in section (2.3). 
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wise. Irony is unique, in that it equips the speaker with a possibility to hint at a typically 

preferable and more advantageous course of events – the one expressed in the affirmative, 

and available at the surface level of a given ironic comment (Giora 1995: 262). 

1.6.8. Irony and graded salience 

To give full credit to Giora’s (2002) account of irony, one needs to take a step back and, 

first, to look at her view of a more general issue: that of figurative language comprehen-

sion. Only then can we get the full picture of how the author explicates the processes under-

lying the capacity for irony. 

The starting point should be that Giora (1997, 1999, 2002) does not conceive of 

language processing in terms of the traditional dichotomy between literal and figurative 

language; rather than that, she views it as taking place on a continuum of meanings, ranging 

from salient to non-salient. A salient meaning is one which has been “coded in the mental 

lexicon” (Giora 2002: 490) and whose “interpretation can be directly computed from the 

lexical meanings automatically associated with entries before any extra inferences based on 

contextual assumptions have been derived” (Giora et al. 1998: 84). Such meanings have 

priority due to factors such as their conventionality, familiarity, frequency, and prototypi-

cality (Giora 1997, Giora et al. 1998; Giora 1999; Giora and Fein 1999a, 1999b; Giora 

2002). Which type of processing will be applied to a given linguistic item depends on the 

latter’s salience: salient meanings enjoy absolute priority over others, and “[t]he most sali-

ent meaning of a word or an utterance is always activated” (Giora 1997: 200). When a nov-

el understanding of a salient sense is required, a sequential process ensues: the initially ac-

tivated meaning is rejected and reconstrued. What is important, “[t]he more salient the 

reinterpreted language, the more difficult it is to reject as the intended meaning” (Giora 

1997: 200). As a consequence, the novel understanding is harder to procure, and its deriva-

tion calls for richer contextual cues. It needs to be pointed out here that this account of lan-

guage comprehension pertains to all types of utterances, irrespective of whether they are 

figurative or literal. What implications, then, does it have for the processing of irony? 

As an introductory remark, it must be made clear that the graded salience hypothesis 

is by no means in conflict with Giora’s (1995) indirect negation view. Rather, the two pro-

posals should be seen as complementary. Having acknowledged this, we may proceed to 
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consider what kind of meaning it is that would be most salient in the case of irony, for it is 

this meaning that will be activated first. Giora and colleagues (1998: 84) assume that “iron-

ic interpretations are less salient than their literal meanings; hence, they should be derived 

after the literal meaning has been activated.” This preliminary assumption was addressed 

empirically (Giora et al. 1998; Giora and Fein 1999a). 

Participants in Giora and collaborators’ (1998) series of experiments were instructed 

to perform a lexical decision task, i.e., to decide whether a presented string of letters was a 

word or a nonword. The stimuli were displayed after the presentation of a target sentence 

which was placed in a context which biased it either literally or ironically. In two of the 

three experiments, the authors used three different interstimulus intervals [henceforth ISIs] 

– that is, the “[t]he amount[s] of time that elapse[d] between the end of one stimulus and 

the beginning of the next stimulus” (Matsumoto 2009: 263). These were 150, 1000 or 2000 

milliseconds. Overall results confirmed both the graded salience hypothesis and the indirect 

negation view. In literally biasing contexts, response latencies did not differ regardless of 

the duration of the ISI (150 or 1000 ms). In ironically biasing contexts, in turn, the length 

of the ISI did matter: it took participants much more time to perform the task when the ISI 

was 150 ms than when it equalled 1000 ms. This indicates that the salient literal meaning is 

the one activated initially and unconditionally, irrespective of context type. “[T]he less sali-

ent ironic meaning became available rather late – 2000 msec after offset of the ironic target 

sentence” (Giora et al. 1998: 97). Importantly, as predicted by the indirect negation ac-

count, the salient literal meaning of irony was retained in the late processing window; this, 

according to Giora (1995), has to be so to enable the hearer to compute the difference be-

tween the actual and the desired state of affairs – i.e., understand the ironic utterance. 

The above results were replicated and supplemented by further empirical evidence 

from two related studies conducted by Giora and Fein (1999a). Here, an important distinc-

tion was drawn in the experimental stimuli between familiar and less familiar ironies, 

which made it possible for the authors to draw conclusions regarding the processing of 

these two types of ironic utterances. Overall, salient meanings were again demonstrated to 

be ones “always processed initially, regardless of contextual information” (Giora and Fein 

1999a: 249). Interestingly, it turned out that familiar ironies primed their salient – though 

contextually inappropriate – ironic interpretations even in those scenarios that were literally 

biasing, which indicates that early stages of comprehension are not affected by contextual 

cues (Giora and Fein 1999a: 250). The authors’ conclusion is that “salient meanings, both 
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literal and nonliteral, are initially processed alike” (Giora and Fein 1999a: 252). A discrep-

ancy, however, exists in the processing of utterances which differ with regard to their de-

grees of salience. Thus, for example, the comprehension of less familiar irony requires ad-

ditional time: the expected ironic interpretation is not salient and needs to be derived after 

the salient literal meaning has been shown to be incompatible with the context. This, as 

Giora and Fein (1999a: 250) call it, “adjustment stage” takes place “at a later moment of 

comprehension – 1000 msec after the offset of the target sentence.” Yet, if a literal interpre-

tation of the same comment was required, the whole process would stop at the level of the 

salient literal meaning, as it would be the one compatible with the context. The case is simi-

lar with familiar ironies: they do not require extra time because the intended ironic interpre-

tation is available “directly, in parallel with the unintended literal meaning” (Giora and 

Fein 1999a: 253). This indicates that “[d]irect access (…) may be a function of meaning 

salience, rather than of context effects” (Giora and Fein 1999a: 253). 

Giora’s (1997, 1999, 2002) view of comprehension processes as governed by the sa-

lience of a given item has yielded promising results and gained sound empirical support. 

What seems to be the major strength of this approach is its ability to explain the seemingly 

contradictory results of research into the temporal aspect of irony processing. While some 

data pointed to the direct access to figurative meanings (Ortony et al. 1978; Gibbs Jr 1980; 

Inhoff et al. 1984; Gibbs Jr 2007, to name but a few) and other to the priority of literal 

meanings (Blasko and Connine 1993), Giora (1997, 1999, 2002) showed that viewing com-

prehension from the perspective of the traditional figurative versus literal dichotomy might 

be a gross simplification.47 It remains to be seen whether the concept of salience is the solu-

tion. 

1.6.9. Implicit display theory 

A radically different approach to irony was proposed by Utsumi (1996, 2000), whose aca-

demic background is not in the humanities, as was typically the case with proponents of 

previous theories, but in information engineering and electro-communications. This factor 

 
47 This is not the only problem, though. Sometimes even the very assignment of a given utterance to one of 

the two types of language is a daunting task. The situation is not helped by the fact that “few scholars ever 

attempt to define the terms ʻliteral’ and ʻfigurative’” (Gibbs Jr and Colston 2006: 837), which by the way 

does not deter others from using these names as labels for experimental stimuli. 
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plays a decisive role for the shape of the implicit display theory – intended as “a computa-

tionally feasible framework of irony”, it is the author’s “first step toward a full-fledged 

computational model of irony” (Utsumi 1996: 962). Accordingly, Utsumi (1996, 2000) 

makes frequent use of symbols, applies formal logic, and illustrates his claims by means of 

mathematical equations. 

On Utsumi’s (1996, 2000) account, the key feature of irony is its implicitness. This 

is manifest as soon as one looks at the major claims of his theory, where verbal irony is 

seen as an utterance which “implicitly displays the fact that the situation is surrounded by 

ironic environment” (Utsumi 2000: 1784). For the purpose of the following analysis, it is 

now vital to introduce an important distinction made by Utsumi (1996, 2000), who differ-

entiates between ironic environment, understood as a setting which prompts the use of ver-

bal irony, and situational irony, which simply refers to ironic situations (Utsumi 2000: 

1778).48 Ironic environment, postulated by the author to be the prerequisite for the occur-

rence of verbal irony, has three features. Firstly, the speaker needs to hold a certain expec-

tation which, secondly, has to fail. Thirdly, the speaker needs to have “a negative emotional 

attitude (…) toward the incongruity between what is expected and what actually is the 

case” (Utsumi 2000: 1783). The modus operandi of an ironic comment uttered in such cir-

cumstances is that it “implicitly display[s]” thus defined ironic environment (Utsumi 2000: 

1778). The way in which implicit display is attained, in turn, is threefold. First, the ironic 

comment has to allude to the speaker’s unfulfilled expectation. Second, it has to involve 

pragmatic insincerity by deliberately flouting one of the pragmatic rules. Third, it has to 

communicate the speaker’s negative attitude towards the incongruity between the expecta-

tion and reality, and to do so in an indirect manner (Utsumi 2000: 1784f.). Utsumi (2000: 

1787) provides a whole list of cues that can be employed in order to indirectly express such 

negative sentiments; these cues range from verbal ones, such as exaggerations, interjections 

and speech acts communicating insincere gratifying sentiments, through paralinguistic cues 

encompassing various prosodic features, to nonverbal signals such as particular facial ex-

pressions and bodily movements or other behavioural cues. Importantly, whenever an utter-

 
48 Utsumi (1996, 2000) considers this distinction to be a fundamental one and lists some earlier studies of 

irony (Gibbs Jr and O’Brien 1991; Littman and Mey 1991; Gibbs Jr et al. 1995) which, admittedly, did recog-

nise the significance of situation for verbal irony, but nevertheless made what he calls “a fatal mistake in that 

they confuse[d] situations which cause verbal irony (…) with ironic situatuions or situational irony” (Utsumi 

2000: 1778). 
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ance is direct in displaying any of the three elements of ironic environment, then it cannot 

be considered ironic (Utsumi 2000: 1785). 

Apart from claiming that irony is “characterised by the notion of implicit display” 

(Utsumi 2000: 1779), Utsumi (1996, 2000) postulates that it constitutes “a prototype-based 

category” (Utsumi 2000: 1779). Thus, the ironicalness of an utterance is always a matter of 

degree, with typical ironies being those which meet all three criteria for implicit display 

(Utsumi 2000: 1787). The author notes that it often happens in actual conversational ex-

changes that one or two of these conditions are not available to the hearer beforehand; more 

than that, in some cases it may even be impossible to recognise all three. Such a state of 

affairs will not prevent people from recognising irony, Utsumi (2000: 1788) posits, “as long 

as there is a possibility that the situation is surrounded by ironic environment”.49 

Let us now look at how the discussed theory views the whole process of distinguish-

ing irony from non-irony. As has been indicated, Utsumi (2000: 1791) postulates that any 

given ironic utterance should meet two conditions: the implicit display condition and the 

ironic environment condition. The first of the two “is checked on the basis of the prototype-

based view of irony” (Utsumi 2000: 1792) and entails assessing the ironicalness of the ut-

terance, which, in turn, is operationalised as the similarity between the prototype and the 

utterance (Utsumi 2000: 1789). Once the implicit display condition has been fulfilled, the 

ironic environment condition is inspected. Here, hearers make use of the information on 

how the utterance has attained implicit display in the first place. It is for this reason that 

checking the ironic environment condition cannot but follow that of the implicit display 

condition (Utsumi 2000: 1792). 

Utsumi (1996, 2000) admits that the reason why he formalised the above ideas on 

irony detection and comprehension was to propose a model which would be computational-

ly feasible. Apart from that, however, his implicit display theory aims for psychological 

validity. Accordingly, its author makes certain claims concerning the processing of irony. 

The first of these is that ironic utterances which are highly prototypical, i.e., those with 

greater levels of ironicalness, “are perceived as more ironic and are processed faster” 

(Utsumi 2000: 1797). The second prediction concerns another type of ironic comments 

whose processing is claimed to be facilitated: those uttered in such a context that is easier 

to be recognised as ironic environment. This includes situations in which the speaker’s un-

 
49 Still, such a situation has implications for estimating these utterances’ processing time which, necessarily, 

will be longer than that of more prototypical instances of irony. 
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fulfilled hopes or expectations are clear to the audience, which means that they have either 

been available before, or they have been made manifest by the very utterance (Utsumi 

2000: 1797). Interestingly, Utsumi (1996, 2000) postulates that speakers, while making 

sense of an ironic utterance, need to retain its literal meaning as they “assess the degree of 

ironicalness and/or infer the speaker’s expectation in order to interpret the irony” (Utsumi 

2000: 1802). Thus, he agrees on this point with the claims of Giora’s (1995) indirect nega-

tion theory. What he does not agree with, however, is how Giora’s (1997) graded salience 

hypothesis accounts for the temporal difference in the processing of literal and ironic re-

marks, his justification being that her approach “underestimates the important role of con-

text in language comprehension” (Utsumi 2000: 1802). Utsumi (2000: 1802) is more inclu-

sive in postulating that it is not only the previously computed literal interpretation, but also 

contextual information that enables the hearer to arrive at the ironic meaning.50 

1.6.10. Irony as relevant inappropriateness 

The role that contextual information plays for irony comprehension is emphasised in yet 

another theory of irony. Salvatore Attardo, who discusses irony in terms of “relevant inap-

propriateness” (Attardo 2000: 793), posits that irony “is entirely dependent on context” and 

that its meaning is not given in the utterance, but has to be derived by the hearer (Attardo 

2000: 814). This derivation is taken to involve two steps: the hearer first needs to recognise 

that a given comment is ironic to proceed to reconstruct the sense intended by the speaker. 

Both processes are possible thanks to the fact that the speaker and the hearer share a num-

ber of crucial presuppositions, but the key element in the first of the two is contextual inap-

propriateness. Here, Attardo (2000) draws on and extends Grice’s (1975, 1989) pragmatic 

theory, postulating the inclusion of a fifth maxim – “be contextually appropriate” (Attardo 

2000: 817) – into the Cooperative Principle. On this account, “an utterance u is contextual-

ly appropriate iff all presuppositions of u are identical to or compatible with all the presup-

positions of the context C in which u is uttered (…) except for any feature explicitly thema-

 
50 This line of reasoning, as Utsumi (2000: 1802) points out, is consistent with the experimental results ob-

tained by Giora and collaborators (1998) and, in his view, provides a more accurate account of the time dif-

ference. 
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tized and denied in u” (Attardo 2000: 818).51 To Attardo (2000), the inclusion of such a 

maxim is a way of accounting for ironic utterances which do not violate any of the four 

original maxims and therefore cannot count as ironical when considered from the tradition-

al Gricean perspective. He claims that such comments “all entail an inappropriate utterance, 

given the context in which they occur” (Attardo 2000: 817) and points out that any instance 

of maxim flouting inevitably causes inappropriateness.52 Thus, the postulated concept can 

deal both with the cases of irony that were previously unaccounted for, and with those 

which were accounted for by implicature. 

The notion crucial for the second of the two processes postulated by Attardo (2000) 

– that of meaning derivation – is “the principle of least disruption”, which as if urges the 

speaker to “limit his/her violation of the CP to the smallest possible conversational unit 

(…), and to try to link the entire CP-violating unit to the rest of the interaction” (Attardo 

2000: 815). Thus viewed, the principle has important implications for how hearers arrive at 

ironic meaning. On Attardo’s (2000: 815f.) account, two major agents guide comprehen-

sion processes: the maxim of relevance and “the antiphrastic/antonymic assumption of iro-

ny” (Attardo 2000: 816); accordingly, hearers will expect the ironic utterance to be rele-

vant, and its intended meaning – to revolve around the reverse of what has literally been 

said. The assumption of relevance that hearers are postulated to make as to the utterance is 

a significant element of meaning derivation: it is instrumental in reconstructing the inten-

tion of the ironic speaker (Attardo 2000: 822). 

To recapitulate what has so far been reported, on Attardo’s (2000) account, then, an 

ironic utterance is one which is simultaneously relevant and contextually inappropriate. 

Further, the comment needs to be perceived as having been made deliberately, and the 

speaker as both being aware of the inappropriateness, and wanting at least some of the 

hearers to identify this (Attardo 2000: 817).53 While “purposeful inappropriateness is a nec-

essary and sufficient cause of irony in an utterance” (Attardo 2000: 806), one need not for-

 
51 This definition, as Attardo (2000: 818) points out, clearly indicates that the concept of appropriateness is 

truth-sensitive, which makes it fundamentally different from that of relevance. Thus, the two phenomena 

cannot be claimed to overlap, though Attardo (2000: 820) admits that “most frequently, the relevance of a 

sentence and its appropriateness go hand in hand, since saying something inappropriate will tend to render it 

irrelevant as well.” 
52 Thus conceptualised inappropriateness is, as Attardo (2000: 820) admits, close to how Austin (1962: 19) 

understood the notion. In Attardo’s (2000) view, however, the term can refer to all types of speech acts, and 

not just performatives, as was the case in Austin’s (1962) analysis. 
53 Attardo (2000: 818) points out that there may be situations such as those noted by Clark and Carlson 

(1982), where the ironic speaker has two distinct audiences. In such cases, only one of the two is privy to the 

actual purpose of his or her utterance and, therefore, able to enjoy the irony. 
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get that apart from appropriateness, other rules can be flouted by an ironic utterance, too 

(Attardo 2000: 817). 

As regards the explanatory power of his account of irony, Attardo (2000: 822) 

claims that the model is “at least as powerful as any of the (Neo-)Gricean theories”, but 

adds that the notion of inappropriateness, being an augmentation of the Gricean view, nec-

essarily has a broader scope. Further, the proposal offers a clear perspective on the issue of 

the processing stages of irony. While it does not make a stand on what principle it is that 

decides which meanings are to be accessed first, Attardo’s (2000) model does state clearly 

that understanding irony is inevitably a two-stage process: otherwise it would not be possi-

ble to detect that the initially activated meaning was contextually inappropriate.54 

1.7. A dead end? 

Having analysed the major theoretical approaches that have been proposed in order to ac-

count for the various phenomena related to irony comprehension, one is likely to conclude 

that our current state of knowledge is highly fragmentary: it resembles scattered puzzle 

pieces that seem impossible to be put together. One should not get discouraged, however; it 

is important to remember that the more heated and extensive the scientific debate, the more 

likely it is to broaden our understanding of the analysed problem. 

It has been pointed out at the beginning of the current discussion that no single defi-

nition of irony has been universally agreed on, and that theoreticians have worked with 

understandings of the phenomenon that have sometimes been very distant. Given these 

fundamental definitional differences, it seems natural that the various authors cannot have 

reached the same conclusions or pointed to the same set of factors of importance; in short, 

the different perspectives taken cannot have yielded a single picture. It is important to view 

this wealth of interpretive options in terms of value rather than defect: the more possibili-

ties are available, the more likely one is to find the right solution or solutions – for it may 

be the case that where researchers seek a single, all-encompassing answer, several answers 

are correct. Whether this is so may effectively be checked by means of experimental work. 

 
54 Attardo (2000: 823) deems it probable that the order of processing is determined by salience, as postulated 

by Giora (1997). 
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Thus, theoretical considerations find valuable support in the results obtained from empirical 

endeavour. 

1.8. Conclusion 

The aim of the present chapter has been to introduce the phenomenon of irony, which is at 

the centre of the present author’s research interests, and which is the main focus of the em-

pirical study described in Chapter 5 of the current discussion. The analysis commenced 

with an attempt at defining the object of research. This was undertaken by posing three 

fundamental questions related to the phenomenon: the “where”, the “what”, and the “why” 

of irony. In a pursuit to provide satisfactory answers to these problems, the author dis-

cussed how often irony is used, introduced its types and subtypes, as well as described the 

many communicative goals that it may serve. The author’s understanding of the critical 

concepts pursued in the research described here has been introduced as well. Finally, an 

overview of a selection of pragmatic and psycholinguistic theories has been provided. 

These theories have attempted to explain how adult users of language make sense of ironic 

meaning. Particular emphasis has been put on several issues which are considered critical 

for any empirical attempt aimed at exploring the processing of irony. These, as well as oth-

er related problems, will be addressed from a fresh – experimental and developmental – 

perspective in the following chapter. 
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Chapter 2: Irony through the eyes of the child: Empirical ap-

proaches to irony 

2.1. Introduction 

The analysis performed in the second chapter of the current work will have two major foci. 

Firstly, the chapter will examine the various factors that have been found to influence hear-

ers’ understanding of irony. The discussion will not be limited to the agents that have been 

pointed to by theoreticians of irony, however, but will also encompass those that have re-

mained unaddressed by the major accounts. The scope of the analysis will be broad, so as 

to include the factors which are related to the ironic message or its delivery, as well as 

those which pertain to the speaker and hearer – particular social characteristics which are 

linked with a greater likelihood of one’s uttering, or understanding of, a given ironic re-

mark. Subsequently, the chapter will present the current state of knowledge concerning the 

processes underlying children’s comprehension and perception of irony – an empirical re-

search field that the current experimental findings aim to advance. Here, the discussion will 

be centred on the critical elements of children’s ability to make sense of ironic meaning. At 

this point, the author’s goal will be twofold: apart from providing an overview of the rele-

vant findings, a critical analysis of the experimental designs that have been employed will 

be offered. These methodological considerations have guided the choices that have been 

made in the course of designing the current study. The chapter will close with a brief 

presentation of directions for further research, whereby the author will advance some of the 

questions concerning children’s processing of irony that have yet to be answered. 
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2.2. Factors in irony: What influences irony comprehension? 

Taken together, theoretical approaches to irony have identified and proposed a wealth of 

factors that have potential significance for how readily hearers decode ironic meaning. 

While it is impossible to specify the exact contribution that each of these makes to the 

comprehension process, it needs to be noted that the relevance of a great many has been 

recognised for decades, given their consistent reappearance throughout the literature on 

irony. As regards those factors whose role has only recently been pointed to, their signifi-

cance has already been empirically tested and confirmed. Needless to say, identifying fur-

ther factors which facilitate, or, conversely, impede the understanding of irony, remains an 

important field of scientific inquiry in psycholinguistics, pragmatics, and related research 

areas. 

2.2.1. Irony and affective valence 

Our analysis of the factors relevant for irony comprehension begins with one whose signifi-

cance has only recently been properly acknowledged. Bromberek-Dyzman (2012, 2014, 

2015) claims that it is affective valence, rather than the traditional literal/figurative distinc-

tion, that is instrumental in shaping the processing trajectories of irony. On this view, 

“[a]ttitudinal content (…) is intended to shape the affective state of the hearer and prime the 

comprehension of the message” (Bromberek-Dyzman 2015: 215). 

The fundamental role that affect, or “affective elements”, play for human experience 

has been noted as early as at the dawn of the XX century, when Wilhelm Max Wundt 

(1907), one of the founding fathers of psychology, advanced the claim that affect always 

accompanied thought. Almost eight decades later, Zajonc (1980, 1984) proposed the Affec-

tive Primacy Hypothesis, according to which affect was independent from, and primary to 

cognition. Zajonc’s argument goes that affective and cognitive processes differ, and that so 

does the processing of affective and cognitive stimuli, a claim which has received ample 

empirical support (Bromberek-Dyzman 2015: 222). Affective reactions are not only basic, 

but also inescapable, since “[t]he individual is never without being in some emotional state” 

(Zajonc 1984: 121). As Bromberek-Dyzman (2015: 223) put it, “[w]hatever we perceive, it 

is never a mere collection of features. It is a collection of features that we like or do not 
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like.” In other words, we constantly assess the incoming stimuli as either desirable (posi-

tive, good, useful, rewarding) or undesirable (negative, bad, harmful, threatening) (Brom-

berek-Dyzman 2012: 90). What is more, valuation is automatic: research has demonstrated 

that people may evaluate stimuli that they do not mean to evaluate, or even such that they 

are not consciously aware of (Ferguson and Zayas 2009: 362). If this is the case, then one 

may conclude that valuation has to bear upon how people perceive and process their envi-

ronment, and especially those of its elements which carry affective meaning – and such is 

irony. 

The claim that ironic utterances are rich in affective content is by no means surpris-

ing, given the major communicative goal that they serve, which is to convey information 

about the speaker’s attitude (Grice 1989; Clark and Gerrig 1984; Sperber and Wilson 1986; 

Kreuz and Glucksberg 1989; Roberts and Kreuz 1994; Giora 1995; Berntsen and Kennedy 

1996; Harris and Pexman 2003). It needs to be noted that the affective content of irony is of 

a particular quality, as the phenomenon has a nature that is fundamentally dichotomous 

(Barbe 1995). It is the duality between what is said and implicated that communicates the 

speaker’s attitude towards the subject commented upon (Berntsen and Kennedy 1996: 13); 

what is more, if this duality is eliminated, so is irony, which testifies to this feature being 

constitutive for irony (Bromberek-Dyzman 2015: 219). Bromberek-Dyzman (2015: 219) 

points out that “[i]rony is inherently two-faced, humorous and hurtful, funny and stingy, 

criticizing and praising at the same time.” This dichotomous nature has to and does influ-

ence the character of attitudes conveyed by irony: these are not only complex, but also 

highly ambivalent. 

In order to explore the impact that affective valence has on the processing of irony, 

Bromberek-Dyzman (2014) conducted two empirical studies. The experimental stimuli 

included not only ironic criticism, in which the attitude expressed is both implicit and in-

congruent, but also literal praise and literal criticism, two types of utterances which express 

explicit and congruent attitudes. Intending to capture the effects of valence for two kinds of 

processing – direct and indirect, Bromberek-Dyzman (2014) employed two different task 

types: an evaluative decision task and a lexical decision task, respectively. In the first of 

these, participants were supposed to decide whether the target utterances – remarks pre-

sented within short dialogic scenarios – articulated positive or negative attitudes. In the 

second task type, in turn, participants were to gauge whether a string of letters flashed on a 

computer screen was a word or a nonword; here, each target item was displayed after the 
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presentation of a prime – a given scenario from the evaluative task. Thus, the sets of stimuli 

that were used for both task types did not differ.55 There was a further dimension that dif-

ferentiated the experimental conditions, however: the pacing of both presenting the input 

and of participants’ responding to it. Thus, reading of the stimuli as well as responding to 

them were either self-paced or had a temporal limit imposed; in the latter case, interstimu-

lus intervals [ISIs] of 0 and 1000 milliseconds were employed. 

The pattern of results obtained by Bromberek-Dyzman (2014) was surprisingly con-

sistent across all of the many conditions tested. First, a regularity was observed in how 

“strikingly different” (Bromberek-Dyzman 2014: 255) the processing trajectories of literal 

(sic!) praise and criticism were in both the explicit and implicit task. Above all, this re-

markable finding points to the significance that valence has for the recognition of attitudi-

nal meaning. It also indicates, however, that the traditional distinction between literal and 

figurative meaning may not be the most felicitous methodological choice, especially if one 

is to study the time course of irony or the processing of its attitudinal content. Earlier pro-

cessing-focussed studies yielded discrepant findings concerning the comprehension speed 

of ironic, as opposed to literal, stimuli (cf. the results of Giora 1995, 1997; Giora et al. 

1998; Giora and Fein 1999a; Giora 2002; versus those of Gibbs Jr [1986] 2007; Gibbs Jr 

and O’Brien 1991; Gibbs Jr 1994b, 2000; Ivanko and Pexman 2003). Bromberek-

Dyzman’s (2014) finding that it is valence, rather than an utterance’s (non)literalness that 

determines its processing pattern, may reconcile the conflicting empirical evidence. The 

results of Bromberek-Dyzman’s (2014) first experiment, where no temporal limit was im-

posed on participants as they performed an attitude evaluative task, demonstrated that they 

could process ironic utterances as quickly as they did literal praise, and faster than literal 

criticism. In Experiment 2, in turn, where the response time available to participants was 

restricted, they processed ironic meaning longer than literal praise, and only insignificantly 

faster than literal criticism. The results obtained in Experiments 3 and 4, which employed 

the implicit processing task, further demonstrated affective valence effects: while the pro-

cessing trajectories of ironic criticism, where the valence expressed is ambiguous, varied 

and were modulated by the differences in ISIs and prime display timing (Bromberek-

Dyzman 2014: 257), a consistent pattern of results was observed for the two stimulus types 

that had congruent valence. Moreover, just as was the case in Experiments 1 and 2, a con-

 
55 Apart from ironic criticism, literal criticism and literal praise, Bromberek-Dyzman (2014) also devised non-

word target items and filler scenarios to render the critical items less salient. 



 59 

stant facilitation was observed for the processing of positive valence and an inhibition for 

that of negative valence – a regularity which could not have been identified had Brom-

berek-Dyzman (2014) compared irony against a single, and more general, category of lit-

eral utterances. Thus, apart from pointing to the relevance that affective valence, a factor 

which has so far been largely overlooked, has for the processing of attitudinal meaning in 

irony, Bromberek-Dyzman’s (2014) exploration has major methodological implications: it 

shows how important it is to tailor one’s research tools to the challenges posed by the pur-

sued question. Rethinking and improving experimental designs that have long been used for 

addressing a given problem may not only hold the key to resolving some of the unexplained 

issues, but also to reconciling discrepant research findings. 

2.2.2. The all-important context 

There is hardly a factor in irony comprehension whose impact has been discussed so widely 

as that of context; it must be remembered, though, that the term may have distinct meanings 

to different scholars – especially when the latter focus on its varying aspects. Still, the fac-

tor is of such importance that it recurs in various fields of irony studies, from the many 

branches of linguistics, through rhetoric, to literary theory.56 To illustrate, Linda Hutcheon, 

a literary critic and theorist, writes that irony is “best seen (…) as a trope dependent on con-

text” (Hutcheon 1992: 230). What is more, she claims that “it is precisely the mutual con-

texts an existing community creates that set the scene for the very use and comprehension of 

irony” (Hutcheon 1994: 91). Marianne Shapiro (1985: 13) also stresses the role of context: 

“[i]rony cannot (…) be comprehended as a unit but as a context”, and so does Booth (1974: 

9), writing about an utterance that it could “mean an unlimited number of things, depending 

on the context.” Similar views are held by pragmaticians and psycholinguists. 

Sperber and Wilson (1981: 298) point out that “it is generally agreed” that context is 

the major factor governing speakers and hearers’ choice of the correct interpretation from a 

whole range of possible senses. In a similar vein, Clark and Gerrig (1984: 125) note that 

speaker and hearer’s “common ground” or “shared knowledge” is an element that is crucial 

 
56 How various theoretical approaches viewed the role of context was discussed in Chapter 1, where major 

linguistic approaches to irony were introduced together with their critical concepts. A review of empirical 

findings into the role of contextual cues follows in the present chapter, in section (2.3.3). 
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for the recognition of ironic pretense. Almost thirty years later, Hirsch (2011: 317) writes 

about contextual knowledge, such as hearers’ “acquaintance with the situation”, acting as 

an important cue gearing the hearer towards a logical ironic interpretation. Attardo (2000) 

claims that an ironic utterance is, most of all, characterised by being contextually inappro-

priate; thus, context is among the key concepts of his theory.57 Even Rachel Giora, on 

whose account “context has a limited role” (Giora 1997: 186), writes about the “givenness 

status [of a word or an utterance] in a certain (linguistic and nonlinguistic) context” (Giora 

1997: 185).58 Thus, she sees context as one of the factors governing the salience of a par-

ticular meaning (Giora 1997: 183) and, therefore, influencing the availability of ironic in-

terpretation. 

The above is but a small selection of the various views that researchers of irony 

have had on the role that context plays for hearers’ comprehension of irony. While the 

many approaches may differ considerably as to how they describe and explain the mechan-

ics of the contextual cue, there is not a single theory known to the author of the current 

analysis that would fail to acknowledge the existence of this factor. 

2.2.3. What the voice can tell 

One of the more widely discussed phenomena in irony research is the role that vocal cues, 

sometimes referred to as ironic tone of voice, play in irony comprehension. While these do 

not seem to be a necessary condition for the comprehension of irony – after all, people are 

able to recognise verbal irony in a written text – there is a body of research showing that it 

does provide hearers with important supplementary information which aids irony recogni-

tion and processing.59 

 
57 It needs to be noted, though, that it is already Sperber and Wilson (1981) who placed inappropriateness 

among the cues crucial for irony recognition; they construed it as one of the markers of implicit mention. 
58 This is so because on Giora’s (1997) account context cannot suppress the activation of salient meanings. 
59 It has been demonstrated by Gibbs Jr and O’Brien (1991) that special intonation is not a necessary condi-

tion for adults to understand irony. One needs to bear in mind, though, that people differ considerably with 

regard to how skilled they are at decoding ironic meaning – not only in face-to-face interactions, but also 

when irony occurs in a written text. There have been famous cases of literary works whose ironic meaning 

was altogether missed by some of the readers: a case in point is the already invoked Swift’s (1729) essay A 

modest proposal. The ironic intention of the author of this text is reported to have been the object of “notori-

ous misunderstanding” (Giora 1995: 255). 
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Among the features of ironic tone of voice that have been distinguished in the rele-

vant literature are nasalisation, prominent stress, and a decelerated pace of speaking (Cutler 

1976; Kreuz and Roberts 1995). Nakassis and Snedeker (2002) point out, however, that 

there is a wide variety of tones of voice which can be used to express ironic meaning. Win-

ner (1988: 148) enumerates three different types of intonation that can accompany an ironic 

comment: “sarcastic (mocking, exaggerated, contemptuous); (…) flat (deadpan); or (…) 

overly sincere” and notes that the intonation is typically incompatible with utterance con-

tent. Newer studies tend to point to the contradictory results of research into the sound of 

irony (Rockwell 2007): some authors have observed a lower (Rockwell 2000), and others – 

a higher pitch for sarcastic utterances (Haiman 1998; Anolli et al. 2000). Also, differences 

have been found concerning the pitch range associated with sarcasm: while Haiman (1998) 

posits that the range is fairly broad and has prominent pitch shifts, Kreuz and Roberts 

(1995: 24) postulate that the best instances of irony may actually be those uttered in what 

they describe as a “totally deadpan way.”60 Similar inconsistencies have been noted con-

cerning the intensity, tempo, and vowel sound length for sarcastic utterances (Rockwell 

2007). Rockwell (2007), who analysed both acoustic and perceptual features of sarcastic 

and non-sarcastic utterances, has found only moderate correlations between the two types 

of variables. The results obtained by Cheang and Pell (2008, 2009, 2011) indicate that, 

while prosodic features are crucial for indicating nonliteral intent in speech, the particular 

ways of expressing irony appear to differ across languages (Cheang and Pell 2009: 1395). 

Thus, “(native) experience with a language is essential for recognizing sarcastic intentions” 

(Cheang and Pell 2011: 217). 

Somewhat more recently, Caffarra et al. (2018) have found that indexical features, 

such as a speaker’s foreign or native accent, influence irony comprehension. The authors 

examined two types of irony: one that is frequently used, that is ironic criticism, and one 

that is less frequently used, that is ironic praise. The findings demonstrate that native listen-

ers considered foreign accented ironic praise to be less ironic than they did native accented 

ironic praise. Thus, foreign accent is it another variable that has been found to modulate 

irony interpretation. 

 
60 Interestingly, while some authors, such as Winner (1988), consider flat intonation to be indicative of irony, 

others, as Attardo (2000: 805f.), claim that the “so-called ʻdead-pan’ delivery (…) consists precisely in not 

signalling that one’s utterance is a joke/irony.” 
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In a later study, Caffarra et al. (2019). examined the impact of speaker accent to-

gether with that of context on irony analysis and found that “contextual biases and speaker 

accent interacted as early as 150 ms during irony processing” (Caffarra et al. 2019: 3566). 

These results indicate that listeners make use of and weigh multiple cues when making 

sense of ironic utterances. The authors point out that the cues “can interact from the earliest 

stages of irony analysis” (Caffarra et al. 2019: 3566). 

Even a cursory glance at the stimuli and methods employed in the various explora-

tions of the vocal cues of sarcasm reveals that the differences are such as to render any di-

rect comparisons highly impracticable. Bryant and Fox Tree (2005), drawing on experi-

mental data and acoustic analyses, put forward a claim that the widely recognised notion of 

an ironic tone of voice is “oversimplified and misguided” (Bryant and Fox Tree 2005: 257). 

More than that, their conclusion is that “there is no particular ironic tone of voice” (Bryant 

and Fox Tree 2005: 257); instead, hearers make sense of ironic utterances by integrating 

various cues, not only those belonging to the immediate linguistic context. An earlier and 

more moderate argument against the existence of one specific ironic tone comes from Grice 

(1989: 54): “if speaking ironically has to be, or at least appear[s] to be, the expression of a 

certain feeling or attitude, then a tone suitable to such a feeling or attitude seems to be 

mandatory.” While, perhaps, not very revealing, this early observation does provide a plau-

sible explanation for the contradictory results of research into the sound of irony.61 

2.2.4. Nonverbal cues 

Writing about factors influencing irony comprehension, a lot of authors point to the role of 

nonverbal signals sent by the ironic speaker; it needs to be remembered, though, that such 

cues are available to the hearer only in the case of face-to-face communication. Thus, it is 

not only the way a given message is constructed and linguistically packaged that carries 

weight in the comprehension process; nonverbal signals matter, too – and to a great degree, 

as some scholars like to stress. Kreuz and Roberts (1995: 23), discussing the issue of cues 

for verbal irony, draw on Winner and Gallagher’s (1983) findings which demonstrate that 

 
61 Analogously to what was the case with our discussion of context, an account of the theoretical perspectives 

on the problem of ironic tone of voice was undertaken in Chapter 1, where major theoretical approaches to 

irony were introduced together with their critical notions. A detailed analysis of the relevant empirical find-

ings will be conducted further in the present chapter, in section (2.3). 
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behavioural signals, for example laughing or pointing, can be more suggestive of irony than 

is intonation. This is consistent with the results obtained by DePaulo (1978), whose sub-

jects, supposed to decode conflicting visual and auditory nonverbal cues, were more influ-

enced by those of the visual type. The phenomenon, referred to as the “video primacy ef-

fect” (DePaulo 1978: 313), is indicative of the natural appeal that nonverbal signals have 

for people. Having acknowledged the communicative potential inherent in such cues, let us 

now take a closer look at those which have been associated with irony. 

Rockwell (2001) sought to determine what kinds of facial expressions were used by 

speakers to convey sarcastic meaning and found that the only region that raters relied on 

when distinguishing sarcastic utterances was mouth.62 Attardo and colleagues (2001), in 

turn, focussed on an altogether different kind of irony in their search for the relevant non-

verbal cues: they considered examples belonging to the broader category of humour, and 

found that these were “delivered with at least a smile” (Attardo et al. 2001: 242). Thus, the 

mouth region appears to be important not only for sarcastic, but also for humorous irony. 

One need not forget, though, that there are a number of other facial regions that have been 

associated with irony in the literature. 

Attardo et al. (2003: 245f.), who seem to have adopted the most exhaustive ap-

proach, have listed several, as they call them, “facial markers” of irony: “[e]yebrows 

(raised or lowered), [e]yes (wide open, squinting, rolling), [w]inking (…), [n]odding [and] 

[b]lank face” (Attardo et al. 2003: 245f.).63 Analysing these markers, the authors introduce 

an important distinction between metacommunicative and paracommunicative alerts (At-

tardo et al. 2003: 256). The former, metacommunicative alerts, consist in signalling that a 

comment should be understood as ironical; in other words, they impart information about 

the message being delivered. The examples that Attardo and colleagues (2003: 257) give of 

facial expressions belonging to this category are the “tongue in cheek” and the “ironic 

smile”. Cues belonging to the second category, that of paracommunicative signals, are fun-

damentally different: they do not impart information about the message, but, as if, next to 

it. They communicate things other than the ironic utterance does but, taken together with it, 

 
62 One needs to remember, though, that the notion of sarcasm is typically associated with negative emotions 

only, while the phenomenon of verbal irony is by no means restricted to these. 
63 Attardo and colleagues (2003: 243) claim that the last element of this list – the “blank face” – is a cue 

which has not been discussed in the literature before; in the present author’s view, however, this concept 

bears a close and, perhaps, uncoincidental resemblance to the “dead-pan” delivery, as discussed by Winner 

(1988), Kreuz and Roberts (1995), and... Attardo (2000) (sic!). 
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they guide the hearer towards the correct interpretation (Attardo et al. 2003: 257). To illus-

trate, the ironic speaker may nod excessively or have a surprisingly blank face; such facial 

expressions do not have clear meanings of their own, but when they accompany a statement 

that they seem to be in conflict with, they do become meaningful cues for irony (Attardo et 

al. 2003: 257). 

While the studies discussed above have considerably broadened our understanding 

of the ways in which nonverbal cues aid hearers’ understanding of irony, this research area 

is by no means exhausted: further empirical work is needed to yield a more comprehensive 

picture of the facial and gestural markers of irony. Attardo and colleagues (2003: 257f.) 

make an important methodological contribution here: they postulate that, since the cues for 

irony are of multimodal nature, the approach adopted for their proper analysis should also 

be multimodal. They claim that employing such a means of inquiry is not only advisable, 

but also inevitable, as it is “the challenge for the future” to examine how all the nonverbal 

cues for irony interact (Attardo et al. 2003: 258). 

2.2.5. Irony as a social phenomenon 

Apart from the cues available in the ironic message and its delivery, there are many other 

factors which influence hearers’ comprehension of irony. This should not be surprising, as 

communicative acts do not take place in a vacuum, but in broadly understood social and 

cultural contexts which necessarily have impact on the shape of communication.64 For in-

stance, listeners have been shown to be aware that speakers differ with respect to how like-

ly they are to use irony and that “these differences are conveyed by certain social catego-

ries, such as occupation and gender” (Ivanko et al. 2004: 245). Let us begin our analysis 

with the latter. 

Among the first empirical inquiries that found a difference in how men and women 

use irony was the one conducted by Gibbs Jr (2000). While the issue of gender differences 

in irony production was not its main focus, the findings showed that men made almost 

twice as many sarcastic comments as did women. Similar results were obtained by Katz 

 
64 It needs to be remembered that such influence is not unidirectional. Social factors affect hearers’ recogni-

tion of irony but, at the same time, the capacity to comprehend ironic utterances is a significant element of 

one’s ability to function in a society (Pexman and Glenwright 2007: 179). The latter aspect will be dealt with 

in more detail in section (2.3). 



 65 

and colleagues (2001): in one of their experiments, men were seen as more sarcastic than 

women. Interestingly, this effect was particularly strong when the remark was uttered unin-

tentionally. When, however, the intentions of the speaker were obvious, it was women who 

were perceived as more sarcastic (Katz et al. 2001, after Colston and Lee 2004: 290). A 

further exploration of gender differences in irony use was conducted by Colston and Lee 

(2004) who, apart from investigating the scope of these, ventured upon explaining them. In 

the first of their series of experiments, verbal irony was found to be perceived as “more 

malelike” (Colston and Lee 2004: 294) than literal comments. This result is in line with the 

findings of their final experiment discussed in the article, where male participants reported 

a preference for using discourse irony.65 To have a more detailed picture of the problem, 

Colston and Lee (2004) conducted further experiments: the second and third one aimed at, 

respectively, establishing what communicative goals are accomplished via irony and de-

termining whether there is a correlation between participants’ gender and the communica-

tive goals they prioritise. The correlation was found, but it was rather unexpected: out of 

the five goals attainable by means of irony, three – “to be rude, to deemphasize, [and] to 

insult” (Colston and Lee 2004: 298) – were more desired by women than they were by 

men. The popularity of irony among the male group cannot, therefore, be the result of irony 

fulfilling the communicative goals they seek. It is to the contrary: “a better fit is found be-

tween the discourse goals of females (…) and the pragmatic functions of verbal irony” 

(Colston and Lee 2004: 301). An alternative explanation for the popularity of irony among 

men could lie in the riskiness of irony: Colston and Lee’s (2004) fourth experiment showed 

that both men and women perceived ironic utterances as more prone to misunderstanding 

than literal ones. It is possible, the authors posit, that this property “appeals to males’ great-

er general riskiness relative to females” (Colston and Lee 2004: 301). Nevertheless, it may 

also be the case that the problem under discussion involves more complex mechanisms 

which, in combination, produce the effect of the male preference for irony. Among such 

factors Colston and Lee (2004: 302) list “the emotional expressiveness of verbal irony and 

gender differences in attribution, aggressiveness, and mastery demonstration.” 

An interesting perspective on differences in irony use is offered by Recchia and col-

leagues (2010). The authors looked at how children understand and produce ironic utter-

ances in family conversations, but for the purposes of our current discussion we will now 

 
65 This finding is consistent with the results of self-report data obtained by Ivanko and colleagues (2004) and 

Dress and colleagues (2008), in whose studies men admitted to using sarcasm more often than did women. 
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limit our analysis of their findings to those concerning differences in parents’ use of various 

forms of irony. The study showed that, while fathers (and other family members) made 

ironic comments more frequently in positive situations, mothers employed verbal irony in 

positive contexts as often as they did in negative, conflictual situations (Recchia et al. 2010: 

269). Interestingly, the form of irony preferred by mothers was rhetorical questions: indi-

rect and not having explicit victims, they appear to be less acrimonious than sarcasm is. As 

compared to mothers, fathers were more playful in their use of irony; also, their employ-

ment of the different forms of irony was more diverse: comments involving hyperbole were 

as frequent in their speech as those involving understatement or rhetorical questions (Rec-

chia et al. 2010: 270). While it is difficult to point to a single cause of these differences, 

they could be indicative of the distinct roles stereotypically associated with and performed 

by male and female parents in family interactions.66 

The findings obtained by Recchia and colleagues (2010) concerning mothers’ use of 

irony were recently supplemented by Banasik-Jemielniak (2019). Analysing corpus data, 

this author found that for a significant number of ironic comments uttered by mothers in the 

presence of their child, the child did not seem “to be the actual addressee of the message, 

but rather the overhearer” (Banasik-Jemielniak 2019: 1). These utterances were, most of all, 

“references to the child’s behavior or being overwhelmed” (Banasik-Jemielniak 2019: 1). 

Apart from the differences in irony use which have been discussed above, research 

has identified several other factors of importance; these, too, have typically been associated 

with broadly understood social function. One’s occupation, an important indicator of social 

status, is a case in point. There are certain professions in which the use of irony is stereo-

typically believed to be higher than in others; these include comedians, taxi drivers (Katz 

and Pexman 1997), army sergeants (Pexman et al. 2000), and factory workers (Katz et al. 

2004).67 One of the first studies into the exact role of these stereotypes was conducted by 

Katz and Pexman (1997). The obtained results confirmed that “people have consensus, or 

share common ground, regarding their beliefs about the linguistic habits of members of 

occupational categories” (Katz and Pexman 1997: 37), and showed that the effect of speak-

er occupation is so strong that it can even change the hearer’s interpretation of a figurative 

remark: in the study, familiar comments whose default meaning was metaphorical were 

 
66 For a more detailed analysis of the roles that parents – especially fathers – adopt in the context of family 

interactions, see Parke (2002). 
67 Pexman and colleagues (2000: 219f.) note that the occupations which are stereotypically linked to irony are 

usually blue-collar occupations, while those linked to metaphor are white-collar ones. 
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read as irony when made by members of high-irony occupations (Katz and Pexman 1997: 

37). Speaker occupation effects were further investigated by Pexman and colleagues 

(2000), who addressed the problem using an online reading task. The results demonstrated 

that “participants were sensitive to the mention of speakers’ occupation and were taking 

that source of information into account as they were reading the target statement” (Pexman 

et al. 2000: 211). Thus, the finding complements that of Katz and Pexman (1997) and has 

similar implications. Discussing these results, one need not forget, however, that the effect 

of speaker occupation on the interpretation of a particular utterance is by no means abso-

lute: its degree is mediated by other factors, such as discursive context and meaning sali-

ence (Katz et al. 2004: 187). 

Another social criterion that has been identified as relevant for the issue of irony 

production and comprehension, the geographic region one inhabits, is a factor whose role 

has escaped the attention of theoreticians and experimentalists for what seems to be an un-

duly long period of time. Indeed, the study by Dress and colleagues (2008) – the first to 

document regional variation in the use of sarcasm – has been published quite late, especial-

ly compared with how much earlier other, no less complex, irony-related phenomena re-

ceived due academic consideration. Dress and collaborators’ (2008) experiment, conducted 

in the United States of America, has found differences in the use of sarcasm by college stu-

dents in New York and Tennessee. The results showed that Northern participants not only 

saw sarcasm as more humorous than did Southern participants, but they also produced 

more sarcastic wrap-up comments and selected more straightforward ironic utterances. It is 

important to point out here that the authors of the study have managed to control for the 

influence of demographic variables such as “age, gender, race, and rural or urban differ-

ences”; thus, geographical region can be claimed to have been the sole significant predictor 

of the differences found in participants’ sarcasm use (Dress et al. 2008: 81). While the ex-

act pattern of results obtained by Dress and colleagues (2008) can by no means be consid-

ered generalisable – after all, there is much more to linguistic diversity than the simple 

North-South division – the authors deem it “reasonable to predict that similar differences 

would be found in other, geographically diverse countries” (Dress et al. 2008: 82). This 

claim remains to be addressed empirically; there is one more important problem that Dress 

and collaborators’ (2008) exploration touches upon, however: the authors point to the pos-

sibility that there may also exist what they call “significant intergenerational differences” 

(Dress et al. 2008: 82). It, indeed, seems reasonable to assume that the variation in irony 
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use and perception is not only synchronic – a function of simultaneously operating social 

and cultural factors – but also diachronic, undergoing changes in time. At this point, how-

ever, yet another potential dimension comes to mind: that of individual differences. Let us 

proceed to take a closer look at these and see how this new layer completes our picture of 

the discussed problem. 

2.2.6. Irony as a personal phenomenon 

On a purely superficial level, the idea that some speakers use irony more often than others 

can hardly be considered surprising; it seems to be in accord with what people can observe 

in their daily interactions. And yet, it is not until recently that this intuitive claim has re-

ceived due scholarly attention (Ivanko et al. 2004: 245). 

One of the first studies that explored the link between individual differences and 

verbal irony has been conducted by Ivanko and colleagues (2004). Drawing on the results 

of research into social variables influencing the comprehension of irony, the authors wanted 

to explore the relationship between an individual’s personality and the likelihood of their 

using verbal irony. To do so, Ivanko and colleagues (2004) conducted two experiments 

which employed tasks that involved the “production, interpretation, and processing” of iro-

ny (Ivanko et al. 2004: 248). In the first experiment, the authors tested how a speaker’s self-

reported use of sarcasm and indirect speech affected his or her understanding and actual use 

of irony; to achieve this goal, they prepared a special measure: “the sarcasm self-report 

scale” [henceforth, SSS] (Ivanko et al. 2004: 248).68 The results showed that speakers’ self-

assessed use of sarcasm predicted their actual use of this type of language in a role-playing 

production task; what is more, self-assessed sarcasm use was also found to be linked to 

participants’ interpretation of critical and complimentary forms of verbal irony (Ivanko et 

al. 2004: 244). The results of the second experiment, which aimed at finding out how indi-

vidual differences affect the processing of irony, showed that participants’ scores on the 

SSS were “related to relative processing times for literal and ironic statements” (Ivanko et 

al. 2004: 263), the nature of this relationship being such that, typically, higher SSS results 

 
68 This scale has become a model for further studies, such as Dress and colleagues’ (2008), who used the 

questions from the SSS to obtain participants’ self-report data. 
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were linked to greater processing speed for irony.69 Thus, the general conclusion one may 

draw from Ivanko and colleagues’ (2004) findings is that speakers’ self-perceived use of 

sarcasm influences not only their own linguistic output, but also their understanding and 

perception of the linguistic output of others. 

The problem of individual differences in irony use was further investigated by Re-

gel and colleagues (2010), who investigated the issue from an altogether different angle. In 

their experiment, event-related brain potentials [henceforth, ERPs] were recorded from par-

ticipants who read short stories ending with either ironic or literal comments made by one 

of two characters. There were two experimental sessions which differed with regard to the 

characters’ use of irony: in the first one, the ironic speaker uttered 70% of ironic comments 

(the remaining 30% being uttered by the nonironic speaker), while in the second one, both 

speakers uttered as many ironic comments as they did literal ones. The authors obtained 

interesting results concerning the amplitudes of three ERP components: P200, N400, and 

P600; before reporting these findings, however, let us first provide a brief overview of what 

these components are and what kinds of neural activity they have been associated with. 

Thus, P200, or P2, is an early positive peak in electrical brain activity which appears 200 

milliseconds after stimulus onset (Kutas et al. 2006). It has been found to be modulated by 

factors such as contextual constraint, stimulus congruency and anticipation, with greater P2 

amplitudes for predictable stimuli (Federmeier et al. 2005; Wlotko and Federmeier 2007). 

The second of the discussed components, N400, is a negative peak appearing about 400 

milliseconds after stimulus onset (Kutas et al. 2006: 667). N400 is believed to reflect “the 

ease or difficulty of retrieving stored conceptual knowledge associated with a word (or an-

other meaningful stimuli), which is dependent on both the stored representation itself, and 

the retrieval cues provided by the preceding context” (Kutas et al. 2006: 669). Finally, P600 

is a late positive peak appearing between 500-800 milliseconds after stimulus onset (Kutas 

et al. 2006: 692). P600 has typically been registered to different kinds of linguistic anoma-

lies, such as violations of “subject–verb agreement, verb inflection, case inflection, phrase 

structure, and higher-level syntactic constraints”; it is not, however, “specific to violations 

per se” (Kutas et al. 2006: 692). Kutas and colleagues (2006: 692) point out that such in-

 
69 The only exception here was the link between the overall SSS sarcasm scores and increased processing 

times “for ironic statements at the second word in the wrap-up sentence” (Ivanko et al. 2004: 263). While the 

authors offer several possible explanations for this result, they do admit that their data are insufficient to ena-

ble distinction between the available interpretive options (Ivanko et al. 2004: 263). 
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creased late positivities have been also registered for grammatically correct structures that 

were either convoluted or had dispreferred syntactic construction. 

Regel and colleagues’ (2010) ERP findings revealed that where speakers differed 

with regard to how frequently they used irony, differences were found as early as 200-300 

milliseconds after stimulus onset: ERPs for the ironic and the non-ironic speaker seemed to 

vary not only with respect to distribution, but also as a function of utterance type. In the 

300-500 ms latency window, a negativity was observed over frontocentral scalp regions 

that was greater for the non-ironic speaker (Regel et al. 2010: 124). In the late time win-

dow, in turn, a large positivity was registered in reaction to irony, but only for the non-

ironic speaker; the corresponding P600 amplitudes as elicited by the utterances of the ironic 

speaker were similar for both literal and ironic comments. Even more interesting results 

were obtained in the second experimental session, where speakers who previously differed 

in their use of irony, now used it equally. As regards P200, the amplitude was greater when 

utterance type was consistent with the speakers’ communicative manner. In the N400 time 

window, the ERPs for the ironic speaker were less negative for ironic than for literal sen-

tences. Also, the potentials evoked by the non-ironic speaker were somewhat more negative 

than those evoked by the ironic one. Finally, in the 500-900 ms time window, an irony-

related late positivity was registered for the ironic speaker – a pattern of results opposite to 

what was found in the P600 latency window in Session 1. 

The data obtained in Session 1 indicate that participants gained pragmatic 

knowledge of how likely each of the two speakers was to use irony, and that these differ-

ences in the communicative styles of the latter influenced participants’ understanding of 

target statements: “both ironically and literally intended sentences were processed differ-

ently depending on who said them” (Regel et al. 2010: 128). Importantly, even though this 

knowledge was acquired spontaneously, its influence was already apparent at initial stages 

of comprehension.70 In the second experimental session, where the pragmatic information 

was no longer valid, the impact of speakers’ previous communicative styles was still visible 

in the earliest stages of processing: P200 amplitude was greater for items that were congru-

ent with speakers’ formerly established ways of expression (ironic or non-ironic) (Regel et 

al. 2010: 130). What is more, the results obtained in the P600 latency window demonstrate 

that the acquired pragmatic information even affected later processing phases: a high posi-

 
70 The experimental task was such that it did not direct participants’ attention towards the differences in 

speakers’ irony use. 
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tivity was registered for irony as uttered by the ironic speaker.71 It is, then, likely that, once 

confirmed, information about one’s communicative style “set[s] up a reliable cue for poten-

tial interpretations of someone’s utterances” (Regel et al. 2010: 132). Thus, listeners pay 

attention to such versatile and highly individualised clues as particular speakers’ tendencies 

to use irony and utilise these subtle signals in language comprehension. 

2.3. Irony skills in children 

Previous sections point to an important shift that has taken place in irony studies: over the 

past decades, researchers have managed to go way beyond examining its isolated typical 

instances. Many factors nowadays considered critical for the processing of irony have been 

identified as such thanks to scholars’ expanding their original fields of inquiry – investigat-

ing a variety of ironic utterance types in broadly understood contexts and from multiple 

perspectives. Among the latter, one is particularly important for the study of irony. 

Developmental research, for such is the nature of the empirical study that is at the 

core of the present work, offers a unique insight into the processes underlying language 

comprehension. Testing young participants, one can observe which cognitive phenomena 

are primary and basic, emerging at early stages of development, and which are more ad-

vanced, requiring time to be fully operative. Studying how children, whose brain structures 

involved in language processing are not yet fully maturated (Schmithorst et al. 2002, 2005; 

Nagy et al. 2006; Pujol et al. 2006; Friederici et al. 2011), (mis)understand irony is an ef-

fective means of learning how the capacity for this complex type of language develops over 

time.72 

2.3.1. Why expose children to irony? On challenge and opportunity 

Having pointed out the main advantage of developmental approach, let us move on to dis-

cuss what constitutes one of the most fundamental challenges that researchers of irony 

 
71 The authors take this finding to reflect the coupled effect of the expected irony-related P600 and the previ-

ously acquired knowledge of the speaker’s ironic communicative style (Regel et al. 2010: 128). 
72 There are two major stages of development during which myelination of the language-related brain areas 

takes place: these are infancy and adolescence (Carpenter 2013: 452). 
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working within this perspective have to face: “the common parental belief that ironic talk to 

children is harmful” (Dryer-Seymour and Callanan 2005, as quoted in Recchia et al. 2010: 

258). Though this view might appear rather dated, it is one that recurs in lay discourses of 

child-rearing: “I’d like my daughters to feel comfortable with being literal rather than al-

ways going for the cheap laugh” (Lott 2013). The quotation reflects only one aspect of the 

problem, however, as there is a body of professionals and practitioners who hold the opin-

ion that “grown-ups who use sarcasm with young children risk being misunderstood at best 

and creating lasting wounds at worst” (Whitson 2011). There are several problems with the 

discussed view, the main being that it is not scientifically grounded: its apologists consist-

ently fail to refer to research findings which would corroborate the claims as to the alleged 

harmfulness of sarcasm. 

Let us now look at the other side of the problem: even most ardent opponents of 

irony, be it irony in speech or philosophy of life, unfailingly admit that it constitutes “the 

ethos of our age” (Wampole 2012). This is obvious to Lott (2013), who goes so far as to 

call the claim a truism. If this is the case, however, a grave problem emerges for those who 

have embarked on the mission to fight irony: if one is to function in a contemporary society 

which is, as all agree, “dripping with irony” (Chin 2011), the individual has to possess the 

ability to understand this type of language and behaviour. Otherwise, he or she would miss 

out not only on countless manifestations of modern culture, but also on the fun part of a 

great many daily interactions with others, as these, too, are not free from irony. 

Irony is indeed pervasive, and to such an extent that, over the course of history, 

people have repeatedly come up with the idea of creating a special punctuation mark which 

would disclose the author’s ironic intent to the reader. The first such sign that has been 

documented dates as far back as 1668 (Houston 2013: 212), while among the newest is the 

so called “SarcMark”, created by an American company in January 2010 (Moore 2010a).73 

While any attempt at making the elusive phenomenon of irony explicit by means of punc-

tuation has to spark controversy, one cannot pass over reports such as Moore’s (2010b), 

who writes for The Telegraph about “widespread agreement” that the “SarcMark” “is a 

good and necessary thing.” Opinions such as the above lend support to the claim that the 

ability to recognise sarcasm is highly valued in contemporary culture; it is, indeed, the case 

 
73 The symbol looks like a mirror image of a sloppily written “6” with a dot in the middle, a design that has 

been patented (US patent D608820). The term “SarcMark” is registered as a trademark, and the symbol itself 

is available for download in a digital format. 
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that people who fail to grasp sarcastic remarks may be perceived as awkward, if not social-

ly inept. 

Apart from the argument that, as John Haiman put it, sarcasm is nowadays “practi-

cally the primary language” (after Chin 2011) and therefore one should be able to under-

stand it, there are many other reasons why it makes perfect sense to introduce children to 

the concept of irony. One of these is that, as has been experimentally confirmed, sarcasm 

helps improve creative thinking. In a study by Miron-Spektor and colleagues (2011: 1065), 

participants who observed anger which was communicated by means of sarcasm were bet-

ter at solving creative problems; also, their complex thinking was enhanced. Furthermore, 

the authors report that sarcasm “appears to (…) attenuate the otherwise negative effects of 

anger” (Miron-Spektor et al. 2011: 1072). A similar claim was made over a decade earlier 

by Haiman (1998), who considers sarcasm to be a means of distancing oneself from the 

immediate environment, including one’s unwanted emotions – in this way, one can acquire 

a sense of superiority over the latter and feel more in control. 

Finally, research has demonstrated that the ability to understand irony and sarcasm 

is compromised in a number of clinical conditions, ranging from Autism Spectrum Disor-

der (Wang et al. 2006b; Persicke et al. 2013), schizophrenia (Rapp et al. 2013) and schizo-

typy (Langdon and Coltheart 2004; Rapp et al. 2010), through different types of neuro-

degenerative disease (Rankin et al. 2009; Shany-Ur et al. 2012), including Parkinson’s 

disease (Monetta et al. 2009) and Alzheimer’s disease, to various types of brain damage, 

such as right- and left-hemisphere damage (Giora et al. 2000), or traumatic brain injury 

(Martin and McDonald 2005). If the ability to understand irony is impaired in so many 

conditions, then monitoring its progress from an early age appears to be a reasonable enter-

prise, and one which could have important clinical and therapeutic implications. 

2.3.2. Sine qua non: Understanding the literal 

Scholars investigating the processing of various types of figurative language – especially 

researchers conducting studies with people belonging to young or clinical populations – 

seem to be prone to making one tacit presumption: that participants will either exhibit a 

specific deficit, or at least experience difficulty in understanding nonliteral language. The 

problem has been raised by Gernsbacher and Pripas-Kapit (2012) in their article on autism, 
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in which they take issue with the common claim that autistic individuals have a particular 

figurative language impairment. The authors quote a number of widely ignored studies 

whose results show clearly that it is participants’ language comprehension ability, and not 

their autistic status, that determines their ability to understand ambiguous expressions. Fur-

ther, Gernsbacher and Pripas-Kapit (2012) list several well-cited studies whose authors 

have failed to provide a proper control task checking that their participants’ figurative lan-

guage deficit did not stem from a more general comprehension difficulty – one evident at 

the literal level already. 

There is an important lesson to learn from the above: testing the processing of the 

various aspects of verbal irony comprehension, one should by no means forget about the 

apparently not so obvious, more basic level of the literal. Developmental research into iro-

ny has been rather lucky in this respect: drawing greatly from pragmatics, it cannot have 

ignored the long-standing question of the nature of the relation between the ironic and the 

literal. Checking the comprehension of literal utterances can safely be considered a stand-

ard procedure in psychopragmatic developmental research; typically, as much as half of the 

experimental stimuli are literal fillers, and participants’ performance on this kind of stimuli 

serves as one of the major points of reference for probing the comprehension of irony. 

2.3.3. First things first: On context comprehension 

In the previous section, checking participants’ ability to understand literal language was 

demonstrated to be a precondition for any empirical attempt at examining irony compre-

hension. Aiming to explore the problem, one needs to bear in mind one more important 

issue, however: understanding irony “may not be an ʻall-or-nothing’ phenomenon” 

(Creusere 1999: 236). Indeed, the processing of ironic utterances has been shown to involve 

several steps, or aspects which differ in complexity and time required for particular skills to 

fully develop. It is worth remembering that adulthood, often equalled with this “full devel-

opment”, does not grant unfailing accuracy in decoding an ironic speaker’s intent: in a 

study by Demorest and colleagues (1984), healthy adults mistook as much as 46% of sar-
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castic stimuli for deception.74 Before dwelling on the issue of ironic intention recognition, 

however, let us focus on a skill which operates at a more basic level: the ability to integrate 

contextual information with that available in the utterance, for in order to understand an 

ironic comment, the hearer first must “detect the incongruity with the context” (Recchia et 

al. 2010: 257). 

As has been demonstrated in the sections on adult comprehension of irony, a lot of 

pragmatics-oriented contributions to this issue have revolved around the hearer’s familiari-

ty with the – however broadly understood – context. Accordingly, developmental research 

cannot have overlooked the importance of this factor. In the current section, we will focus 

on two related areas. First, we will check how the comprehension of contextual information 

has (or has not) been addressed in experimental developmental designs. Subsequently, we 

will analyse several studies aimed at determining the role that contextual cues play in child 

irony comprehension. 

When one reaches for pioneering research into how children process irony, one will 

find that early studies already included questions probing participants’ appreciation of the 

context surrounding an ironic remark. Importantly, these questions were there regardless of 

whether the authors’ goal was to clarify the function of context or learn about other factors. 

A listener trying to understand why their interlocutor said a particular thing has to consider 

the circumstances in which the utterance was made, and, accordingly, a researcher investi-

gating such comprehension processes cannot neglect this area. Thus, asking children about 

what happened in a given scenario has become a matter of good practice in developmental 

studies of irony. Authors may do this by asking “yes” – “no” (Ackerman 1983; Winner et 

al. 1987; Capelli et al. 1990; Winner and Leekam 1991; Hancock et al. 2000; Nakassis and 

Snedeker 2002) or open-ended (Demorest et al. 1984) questions about factual story content. 

Typically, context probes open a series of questions, but in some experimental designs they 

come as the second (Capelli et al. 1990) or last (Nakassis and Snedeker 2002) thing to be 

tested, in which case they may also serve as a memory check. It needs to be noted at this 

point that the authors of several newer investigations have, somewhat surprisingly, omitted 

the context probe to a smaller or greater extent. To illustrate, Pexman and colleagues 

(2005) did not employ a context comprehension question, but a memory measure. In their 

 
74 This surprising result may have stemmed from the methodological choices made by the authors; still, it 

gives testimony to the fact that adults do not always recognise all instances of irony. A more in-depth analysis 

of the study by Demorest and colleagues (1984) will be performed in section (2.3.6). 
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study, participants were presented with puppet show scenarios where one character did 

something and the other commented on it. Before each scenario, participants were informed 

whether the puppets were friends, strangers, or enemies. After every puppet show, partici-

pants were asked six different questions. Interestingly, none of these concerned the imme-

diate situation surrounding the ironic comment. Instead, the authors employed a relation-

ship memory measure, which checked participants’ memory of the relationship between the 

ironic speaker and the addressee of the comment. A different approach was taken by 

Loukusa and Leinonen (2008). These authors did not probe their participants’ knowledge of 

any aspect of the context, but only asked them to provide an interpretation of speaker 

meaning and say how they arrived at it – a surprising choice given that the authors’ aim 

was to look into comprehension processes75. A similar problem emerges for Pexman and 

Glenwright’s (2007) study into children’s understanding of ironic remarks: the authors did 

not check whether the participants understood the context, and only asked them about 

speaker belief, attitude and teasing. The lack of context probe may seem a somewhat less 

controversial issue in the case of three other related studies – by Harris and Pexman (2003), 

Pexman and colleagues (2005), and by Pexman and Whalen (2010). These investigations 

did not focus on comprehension per se, but on participants’ perceptions of and reactions to 

irony – and it is known that people can express opinions about phenomena that they do not 

fully understand.76 Thus, participants of the discussed studies would have been able to 

share their perceptions of the ironic stimuli, regardless of whether they had understood the 

meanings of the target comments. This claim, however, should not be taken to mean that 

adding a manipulation check determining whether participants actually understood the de-

picted situations would not be a valuable improvement to the experimental designs dis-

cussed.77 

Having discussed how context awareness has, or has not, been tested in various 

studies, let us proceed to report the findings of several investigations that directly addressed 

 
75 The authors address this issue indirectly, stating that their probes “were planned to contain information 

familiar to young children and that discrepancy between the statement and context was clear and thus there 

was no need to process subtle information about the meaning of the utterance” (Loukusa and Leinonen 2008: 

66f.). It seems, then, that the authors have taken it for granted that participants understood the situations de-

picted in the experimental stimuli. 
76 Sociological research has demonstrated that, when asked a survey question, people are capable of express-

ing opinions on issues they have never heard about – including fictitious problems or events (Bishop et al. 

1986). Accordingly, people will be able to form an opinion about or react to a given ironic utterance even 

though they may not understand it. 
77 The problem of how people perceive irony will be addressed in more detail in section (2.3.7). 
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the role that contextual cues play in children’s comprehension of irony. One of the earliest 

developmental studies that explicitly focussed on context integration effects was conducted 

by Ackerman (1982). Among the aims of his investigation was to check how the placement 

of contextual cues influenced young participants’ capacity to combine these cues with those 

available from the utterance. It turned out that the youngest participants could only be suc-

cessful in integrating information coming from the two sources when cues pertaining to 

context immediately followed the ironic expression. It may be the case that such a configu-

ration makes the difference between the status quo and the ironic comment more promi-

nent, helping children recognise the information mismatch (Creusere 1999: 237) – after all, 

“[t]he more obvious the discrepancy between the apparent facts and the utterance, the like-

lier the listener is to recognize the sarcasm” (Capelli et al. 1990: 1825). 

Another early investigation into the discrepancy issue was conducted by Demorest 

and colleagues (1983). The researchers tested as many as five types of figurative utteranc-

es: sarcasm, metaphor, understatement, hyperbole, and irony, which, apart from the com-

municative goal they serve, differ with regard to “degree of discrepancy from the truth” 

(Demorest et al. 1983: 121). It is important to make it clear at this point how the authors 

differentiated between the phenomena of sarcasm and irony: the former was operationalised 

as a statement which is contrary to the facts, while the latter as a statement emphasising the 

“incongruity of an event” (Demorest et al. 1983: 123).78 The authors claim that to under-

stand such expressions as those delineated above, one needs to engage in at least two tasks 

which they called “a logical task” and “a social-cognitive task” (Demorest et al. 1983: 121). 

For now, we will focus on the first of these, that is, determining that “the truth value of the 

statement is discrepant from the facts of the situation” (Demorest et al. 1983: 121).79 The 

authors assumed that the greater the discrepancy, the more likely it is that children will be 

“able to explain the utterance in terms of discrepancy” (Demorest et al. 1983: 127). This 

claim was confirmed in the course of the experiment: the results showed that children were 

 
78 The author of the present thesis sees several potential problems with the typology used by Demorest and 

colleagues (1983), not least because their categories were not mutually exclusive. Further, an inspection of the 

particular stimuli employed in the experiment raises doubts – for instance, the target ironic comment to a 

situation in which someone has failed to clean a dirty room runs as follows: “Your room is a mess now after 

all that cleaning” (Demorest et al. 1983: 123). Demorest and colleagues (1983: 122) posit that their category 

of irony is “one in which a paradox is underscored” and where “the proposition is both literally true (…) and 

literally false”, but to the present author, the example above is anything but figurative and, consequently, can 

by no means be considered ironic in the widely used sense of the term. 
79 The second task, which consists in “identify[ing] the communicative purpose motivating the remark” 

(Demorest et al. 1983: 121), will be analysed in more detail in section (2.3.6). 
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most likely to recognise the inconsistency in sarcastic utterances, followed by metaphor, 

understatement, and hyperbole. Identification of the discrepancy was most difficult in iron-

ic expressions, which becomes less of a surprise given the controversial definition and 

questionable examples of irony that were employed by the authors. 

Another early investigation into the relationship between the ironic comment and 

“the facts of the situation” (Winner et al. 1987: 29f.) was conducted by Winner and col-

leagues (1987).80 Just as Demorest and colleagues (1983), these authors also assume that it 

is this relationship that decides how difficult or easy it will be for the hearer to understand a 

given ironic remark. In their experiment, the researchers studied children’s comprehension 

of just three types of figurative remarks – all belonging to the irony family: sarcasm, hy-

perbole, and understatement. As was the case with Demorest and colleagues’ (1983) re-

sults, here, too, sarcasm was found to be the easiest to recognise. Winner and collaborators’ 

(1987: 29) explanation of this finding is that “sarcasm presents the listener with a more 

blatant violation of truth”, because what is said is the direct opposite of the actual state of 

affairs; in other utterance types, the discrepancy is less prominent. In the case of under-

statement, what is said merely underrates the reality: failing to notice the distance between 

sentence meaning and the situation, children may interpret such messages literally. In hy-

perbolic utterances, in turn, the reality is magnified: while children are capable of noticing 

the exaggeration, they are likely to misinterpret comments of this type as deceptive (Win-

ner et al. 1987: 30). 

Similar results concerning the comprehension of irony types were obtained in the 

study by Filippova and Astington (2010). The authors found that understanding hyperbole 

was more difficult than understanding counterfactual statements. While one reason for this 

may be that children are less familiar with hyperbole, which is not as common in everyday 

discourse as, say, sarcasm (Gibbs Jr 2000), it is also likely that the utterance-context dis-

crepancy is more prominent in counterfactuals, urging the hearers to resolve the infor-

mation mismatch (Filippova and Astington 2010: 924). 

 
80 While Winner and colleagues (1987) initially write about the distance between utterance meaning and 

speaker meaning, in the discussion section of their paper they seem to equate it with the distance between 

utterance meaning and situational context – or “the facts of the situation” (Winner et al. 1987: 29f.). 



 79 

2.3.4. It’s not context alone: Intonation 

In the previous section, we reviewed several studies aimed at determining the role that con-

textual cues play for child irony comprehension. It needs to be remembered, though, that 

the context-utterance discrepancy rarely acts as a sole cue for irony; it is so in the case of 

written texts alone, while in real life situations people, and especially children, hear rather 

than read irony.81 Accordingly, the issue of the sound of irony, already introduced in the 

section on factors influencing irony comprehension, is one that has great relevance for de-

velopmental research. The focus of our discussion of this problem will be twofold: we will 

begin by looking at how empiricists employed intonation in their experimental designs and 

move on to analyse the results of several developmental studies conducted to probe the role 

of the ironic tone of voice – be it alone or relative to other cues – for the processes underly-

ing irony comprehension in children. 

A great many young participants of developmental studies of irony have not yet ful-

ly mastered the ability to read; it should, therefore, come as no surprise that experimental-

ists tend to decide on auditory presentation of stimuli. Here, two options are available to 

researchers: they can either play previously recorded audio stimuli or produce the target 

expressions themselves.82 The former option has the advantage of replicability – each par-

ticipant hears the same delivery of the target string, and testability – before playing the file 

to children, the experimenters can subject it to multiple pretests and implement improve-

ments whenever necessary. The latter option, in turn, creates a more naturalistic setting and 

fosters experimenter-participant interaction. The choice between the two possibilities de-

pends on what it exactly is that researchers want to investigate. When the focus is on the 

processing of irony, recorded stimuli tend to be the preferred option, as can be seen from a 

number of comprehension studies (Winner and Leekam 1991; Keenan and Quigley 1999; 

Hancock et al. 2000; Nakassis and Snedeker 2002; Pexman et al. 2006; Pexman and Glen-

wright 2007; Glenwright and Pexman 2010; Nilsen et al. 2011; Nicholson et al. 2013).83 

 
81 This is only true for those texts whose authors have not provided other clues for recognising ironic intent; 

for instance, a writer may describe the body language, facial expression, and intonation of an ironic speaker. 
82 The stimuli may also be audiovisual, in which case nonverbal cues would also be available. In this discus-

sion, however, we will limit ourselves to the auditory channel. 
83 There are comprehension-focussed explorations, though, where the ironic stimuli were read out to partici-

pants by the experimenter(s) – such is the case with Filippova and Astington’s (2008: 129) study: “[d]uring 

the administration of the irony task, the experimenter used the same stressed intonation for the ironic utter-

ances across all the participants. Thus, all children received the same prosodic cues.” It seems to the present 

author that recording the stimuli would have been a better choice than reading these out if participants were to 
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When the focus is on ironic interaction, in turn, researchers have to employ proper intona-

tion themselves, as in Pexman and Whalen (2010), and remember about the importance of 

being as consistent across participants as it is possible. Once the choice between recording 

and reading the stimuli out has been made, another and, perhaps, more fundamental prob-

lem needs to be addressed: what is the proper ironic intonation? As has been demonstrated 

earlier, ironic expressions can be uttered with many different tones of voice; experimental-

ists working with children have to decide which of these will be the one most suitable for 

the purposes of their research. The decision will depend on many factors. Certain consider-

ations may be dictated by the demands of a given theoretical framework, if one chooses to 

work within any of the established theories, but it needs to be remembered that it is one’s 

research question that must be the factor determining the selection of specific experimental 

tools. Researchers may be after identifying the most facilitative pattern of intonation, in 

which case they would have to employ several different options, but they may as well be 

after clarifying the role of Theory of Mind or establishing the age at which the capacity for 

irony begins to develop.84 In the latter case, the major requirement would be that the chosen 

intonational pattern does not interfere with the intended ironic meaning, so any of the into-

national contours traditionally associated with irony should be suitable. The one thing the 

experimenter would have to make sure is that the employed intonation does not constitute a 

confounding factor; this is typically assured by pretesting the stimuli with healthy adults. 

Delivery characterised by exaggerated pitch and drawn-out articulation, broadly tested with 

young participants (Ackerman 1983; Capelli et al. 1990; de Groot et al. 1995; Nakassis and 

Snedeker 2002; Glenwright and Pexman 2010), seems to be quite a safe neutral option, and 

one suitable for researching general irony comprehension ability. 

Having discussed methodological issues, let us now focus on what has so far been 

found concerning the role of the ironic voice for children’s comprehension of irony. Even a 

cursory glance at the relevant literature shows that the topic has been an important research 

pursuit. Several pioneering developmental studies analysed the interplay of contextual and 

 
be presented with identical intonational cues. While employing recordings is almost unattainable in highly 

spontaneous, interactionist experimental paradigms where experimenters have little control over participants’ 

responses and reactions, it is not at all problematic in rigid and highly controlled paradigms – and such was 

Filippova and Astington’s (2008). 
84 Theory of Mind is believed to be “one aspect social cognition [that] sets us apart from other primates” (Gal-

lagher and Frith 2003:77). It has been defined as “[o]ur ability to explain and predict other people’s behaviour 

by attributing to them independent mental states, such as beliefs and desires” (Gallagher and Frith 2003:77). 

A more detailed description of Theory of Mind will follow section in (2.3.5), whose focus is the problem of 

speaker belief in irony studies. 
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intonational cues to find how these two factors influence children’s comprehension of iron-

ic utterances. One of the first investigations into this issue was conducted by Ackerman 

(1983). Ackerman (1983) postulates that the comprehension of ironic utterances takes place 

in two stages, called “Detection” and “Inference”: the first consists in determining whether 

the literal message is appropriate, while the second is about recognizing speaker intent or 

utterance function (Ackerman 1983: 488). Having pointed out what Ackerman’s (1983) 

critical concepts are, let us move on to discuss his findings. Ackerman’s (1983: 487) results 

demonstrate that, firstly, “Detection” and “Inference” are autonomous and separable pro-

cesses in children; secondly, that intonation and context act as distinct cues to these steps, 

and thirdly, that adults and children differ in how they attain the two stages and utilise con-

textual and intonational cues to irony. It turned out that, while context discrepancy served 

as an effective cue for both comprehension phases, stressed intonation was an effective cue 

for “Inference” only; it may be the case, then, that intonation cues the recognition of speak-

er intent. A further important finding of Ackerman’s (1983) study was that “Inference” 

turned out to be an especially difficult process for first graders – the youngest children test-

ed; while these participants were relatively apt at rejecting the inappropriate literal option, 

they found it difficult to interpret the motivation behind uttering an ironic remark. This dif-

ficulty seems to decrease with age, as children learn to make better use of intonational cues. 

Another investigation that touched upon the role of intonation was the already dis-

cussed Winner and colleagues’ (1987) study in which the authors probed children’s com-

prehension of various forms of verbal irony.85 Here, for the respective target items, sarcasm 

was uttered with a derisive tone, hyperbole with an emphasized and exaggerated one, while 

understatement – with a deadpan expression (Winner et al. 1987: 27). Contrary to what the 

authors hypothesized, the availability of intonational cues did not make it easier for the 

children to comprehend irony; thus, Winner and colleagues (1987: 31) have concluded that, 

“at least by age 8”, children do not make use of intonation to understand ironic meaning. 

Diametrically opposite results concerning the role of intonation for children’s pro-

cessing of irony were obtained by Capelli and colleagues (1990), who also investigated the 

problem with reference to contextual discrepancy.86 The findings showed that children, in 

contrast to adults, did rather poorly in detecting irony whenever they had to rely on the sole 

 
85 Winner and colleagues’ (1987) findings were discussed with reference to the role of contextual discrepan-

cy; this analysis was presented in section (2.3.3). 
86 See the previous footnote. 
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cue of contextual information: in the case of third-graders, the youngest group tested, the 

success rate was as low as 14%. While sixth-graders were better than that, they neverthe-

less failed to recognise sarcasm in about half of the cases. Children’s performance was far 

more satisfactory, however, when intonation was used as a cue to sarcasm. The authors 

concluded that there may be at least two paths via which hearers can make sense of sarcas-

tic utterances: one relying on context, and the other relying on intonation. In the first case, 

the hearer has to compare the surface meaning of the utterance to situational context, and if 

these two do not match, sarcasm is inferred. In the second case, the hearer first takes note 

of the type of affective information conveyed by intonation; if negative valence is sensed – 

such as in mocking – then the speaker’s intention has to be to insult. The remaining thing 

the hearer has to do is check the literal sense of the utterance so as to establish which topic 

is being criticised (Capelli et al. 1990: 1837). This route, not requiring the hearer to per-

ceive the disparity in information from the context and the utterance, seems to be the one 

more accessible to children, and it may even be – as Capelli and colleagues (1990: 1838) 

put it – “the only one available to them in many instances.” The authors propose that this 

fairly basic use of intonation cues may actually be a developmental step on children’s way 

to achieving a more fine-grained understanding of the phenomenon of verbal irony (Capelli 

et al. 1990: 1838). 

Another study that looked at the role of intonation for children’s understanding of 

irony was conducted by Winner and Leekam (1991). The authors hypothesized that mock-

ing intonation could facilitate children’s recognition of irony and, especially, ironic attitude 

which, as the authors posit, has to be negative.87 The results did not corroborate the re-

searchers’ assumptions, however: in no way did the presence of ironic intonation – charac-

terised by exaggerated stress, nasality, and a somewhat flattened tone (Winner and Leekam 

1991: 262) – enhance the children’s recognition of the ironic speaker’s attitude. What 

turned out to be crucial for making this acknowledgement was appreciation of the speaker’s 

second-order intention – that is, appreciation of “what the speaker wants the listener to be-

lieve” (Winner and Leekam 1991: 259).88 

 
87 The claim that ironic attitude is invariably negative is somewhat dated; more recent work shows that ironic 

utterances may convey a wide range of various attitudes. Experimental perspectives on the issue of ironic 

attitude will be looked at in more detail in section (2.3.7). 
88 A more in-depth analysis of what second-order beliefs and intentions are and of how important they are for 

the comprehension of irony will be conducted in sections (2.3.5) and (2.3.6). 
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Different results concerning the role of intonation for children’s comprehension of 

irony were obtained by Keenan and Quigley (1999). In their experiment, the presence of 

sarcastic intonation significantly aided the children’s appreciation that the ironist wanted to 

convey a meaning that was opposite to what was exactly uttered (Keenan and Quigley 

1999: 90). In the absence of the intonational cue, in turn, the participants were more effec-

tive in decoding the ironic meaning when the target utterance was explicitly echoic (Kee-

nan and Quigley 1999: 91). Taken together, these two findings point to an intriguing possi-

bility: it may be the case that “there is a difference in the relative importance of directly 

perceived cues, e.g., intonation, versus cues which engage more cognitive/inferential strat-

egies, such as echoic mention” (Keenan and Quigley 1999: 92). Indeed, while children 

seem to make greater use of intonation, adults – privy to the pragmatic possibilities offered 

by “echoic sarcasm spoken without [salient ironic] intonation” (Keenan and Quigley 1999: 

92) – may choose the latter for its greater subtlety. 

An interesting empirical exploration of the role of the ironic tone of voice was con-

ducted by Nakassis and Snedeker (2002). Pointing out that the results of studies into this 

issue have, so far, been inconclusive, the authors note that developmental research into iro-

ny has been highly inconsistent with respect to how it defined and operationalised essential 

categories. To illustrate, while it has been established that ironic meaning can be conveyed 

with a variety of intonation types, only one of these is typically examined empirically: “a 

nasal, stressed intonation conveying negative affect” (Nakassis and Snedeker 2002: 4). 

Thus, the general role of intonation, as well as the effects of using particular tones of voice 

to convey ironic meaning, remain unknown. Nakassis and Snedeker (2002) designed their 

study to shed light on these issues. In the course of the experiment, participants were pre-

sented with stories in which one character expressed a boast or a self-doubt with regard to 

some expected activity, and then either succeeded or failed, depending on what the utter-

ance conveyed: “[t]he actual performance of the bragger/self-doubter was always contrary 

to the expected performance” (Nakassis and Snedeker 2002: 6). What followed was a fa-

vourable or unfavourable comment uttered by the second character. Here, the researchers 

employed both sarcastic utterances and ironic compliments, while the intonation with 

which these strings were uttered was coded as either positive or negative. Analysed in this 

way, the data obtained for the two intonation types did not differ significantly; also, no in-

teraction was registered between intonation and context. In subjects analysis, however, and 

coded in a different way – as “concordant or discordant with the literal meaning” of the 
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target item (Nakassis and Snedeker 2002: 9) – intonation turned out to be significant for 

both adults and children. While this was not a very strong effect, the findings obtained by 

Nakassis and Snedeker (2002) have important implications concerning the very nature of 

the intonational hint, indicating that it may not be “an absolute cue per se” (Nakassis and 

Snedeker 2002: 10), but a cue which facilitates the comprehension of ironic meaning rela-

tionally: its function can be observed as a coupled effect of “the relationship between the 

‘literal’ meaning of the final utterance (…) and the valence (+/-) of the intonation” (Nak-

assis and Snedeker 2002: 9). Interestingly, the mechanics of the intonational cue may be 

very similar for children and adults, since the discussed experiment has found no definitive 

interaction between participants’ age and prosodic features of the target utterances. It seems 

to be the case, then, that children and adults utilise the cues available in “intonation in the 

same way to the same degree” (Nakassis and Snedeker 2002: 9). 

Among the more recent investigations into the role of intonation for irony pro-

cessing in children was the experimental work by Glenwright and colleagues (2014). Simi-

larly to Nakassis and Snedeker (2002), these authors also share their methodological con-

cerns as to the research designs employed in earlier developmental explorations of irony, 

pointing out that empirical paradigms should have been stricter with respect to how they 

operationalised the ironic tone of voice, and that their assumptions should have been mod-

elled upon the findings obtained with adults. Aiming to fill this gap, Glenwright and col-

laborators (2014) decided to employ an objective, physical measure of intonation: “the size 

of speaker’s reduction in mean F0 (small, medium, large) verified by an acoustical analy-

sis” (Glenwright et al. 2014: 474). The obtained results showed that the greater was the 

intonational contrast between the target utterance and the preceding context, the easier it 

was for the tested children to grasp the figurative meaning of ironic criticism. Interestingly, 

and contrary to what the authors expected, a similar effect was registered for the adult 

group: here, comprehension of irony was better when the pitch of the ironic comment was 

significantly lower than that of the utterance preceding it (Glenwright et al. 2014: 482). 

This result demonstrates that salient intonation is a useful cue not only for children, who 

are just beginning to appreciate ironic meaning, but also for adults, commonly believed to 

“generally possess a sophisticated understanding of sarcasm” (Glenwright et al. 2014: 481). 
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2.3.5. The speaker means something else: Speaker belief 

One of the skills most crucial for the comprehension of the ironist’s actual meaning is the 

ability to mentalise, that is to make inferences about what people think and believe (Sulli-

van et al. 1995; Wang et al. 2006a; Nilsen et al. 2011). This “apparently innate and auto-

matic” (Happé 1995: 277) ability to “attribute mental states (thoughts, knowledge, beliefs, 

emotions, desires) to oneself and others” (Sodian and Kristen 2010: 189) has become 

known as “Theory of Mind” [henceforth ToM], and its various elements have been widely 

tested in relation to irony comprehension (Winner and Leekam 1991; Lucariello and Min-

dolovich 1995; Sullivan et al. 1995; Mo et al. 2008; Monetta et al. 2009; Akimoto et al. 

2012; Caillies et al. 2012; Spotorno et al. 2012; Massaro et al. 2013, 2014).89 Analysing 

this bulk of research, though, one needs to bear in mind that authors have not been con-

sistent in how they labelled (and operationalised) the relevant aspects of the discussed phe-

nomenon.90 To illustrate, testing the very same component of irony comprehension, some 

researchers have written about participants’ appreciation of speaker belief (Demorest et al. 

1984; Winner et al. 1987), others about recognition of speaker meaning (Andrews et al. 

1986; Happé 1993), and still others about detection of nonliteral, unstated (Winner et al. 

1988), or intended meaning (Banasik 2013). What all these diverse labels capture is a sin-

gle component of irony processing: the hearer’s appreciation that the speaker is not being 

earnest and means something other than what he or she has actually said. 

While a correct judgement of speaker belief does not equal full comprehension of 

irony, it does seem to be a prerequisite for the latter. A hearer first needs to notice that the 

ironist holds a belief radically different from what was literally stated to be able to reflect 

on the speaker’s intention in uttering such a comment. In other words, the “why” of irony 

cannot but follow the “what”; hence, without the “what” being clear, one cannot speak of 

full understanding.91 Accordingly, before exploring the core element of irony comprehen-

 
89 The term was coined by Premack and Woodruff (1978) for the purpose of an animal study in which they 

tested whether chimpanzees were capable of inferring the mental states of a human actor. The name “Theory 

of Mind” has gained immense popularity in different branches of psychological research, including linguistic 

and clinical explorations. Still, some authors, such as Happé (1995: 277), have criticised the phrase as evok-

ing “the misleading connotation of a conscious theory” and prefer to use the notion of “mentalising”. 
90 The practical side of testing first- and second-order ToM ability in relation to irony processing will be dis-

cussed in more detail later in the current section, and in section (2.3.6), respectively. 
91 It needs to be pointed out here that there are authors who do not seem to subscribe to this view. In the study 

by Angeleri and Airenti (2014), for example, participants’ responses to the question probing the comprehen-

sion of communicative intent were scored as correct whenever the children demonstrated awareness that the 

target string was nonliteral (either nonliteral alone, or both nonliteral and nonserious). Such operationalization 
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sion – recognition of the ironic speaker’s intention – researchers first need to check whether 

their participants notice at all that the speaker privately entertains a belief radically different 

from the one literally expressed.92 

As has already been indicated, experimentalists have done this in different ways. 

Typically, a question probing the recognition of nonliteralness is asked directly after the 

presentation of each target string (or after the context probe, if there is such). As regards the 

linguistic form of this type of question, a speaker belief probe can be either open-ended, as 

is the case with “What did the speaker mean by saying... /when s/he said...?”, or closed – a 

forced-choice polar (yes-no) question, such as “Did the speaker mean what s/he said?”. 

Also, the speaker belief probe may operate at various levels of generality, from very broad, 

as in the above “Did the speaker mean what s/he said?”, to fairly specific, as in “When X 

said that Y was a great painter, did X think that Y’s pictures were good or bad?”. It is cru-

cial to remember that whichever question type one chooses to employ, the decision should 

always be dictated by the demands of the pursued research question. These considerations 

are of particular importance when one works with young participants. Issues such as atten-

tion span, working memory load, priming, participants’ verbal fluency, as well as their ac-

tive and passive vocabularies should be taken into account and controlled for. Otherwise, 

these factors could have a confounding effect on the results. 

Having shared our methodological concerns, let us move on to see what has so far 

been found empirically concerning the “nonliteralness” irony component and the develop-

ment of its recognition in children. A considerable body of research has demonstrated that 

it is around the age of six that children begin to notice the existence of a discrepancy be-

tween what an ironic speaker says and believes (Ackerman 1983; Andrews et al. 1986; 

Winner and Leekam 1991; de Groot et al. 1995; Dews et al. 1996; Hancock et al. 2000; 

Nakassis and Snedeker 2002; Harris and Pexman 2003; Pexman and Glenwright 2007; 

Pexman 2008; Glenwright and Pexman 2010; Nilsen et al. 2011). Experimental studies are 

fairly consistent with regard to this issue, despite their inevitable methodological differ-

ences. Further, this finding is perfectly in line with what is currently known about how the 

ability to mentalise develops: research has found that children acquire the capacity to at-

 
of intent recognition is highly problematic, for a mere observation that a person says something other than 

what they really mean has little to do with identifying their communicative goal which, for example, might 

have been to deceive the listener. 
92 A more detailed analysis of the major issues related to the topic of ironic intent recognition will be provided 

in section (2.3.6). 



 87 

tribute first-order mental states between the ages of four and five (Perner and Wimmer 

1985; Winner and Leekam 1991; Sullivan et al. 1995; Glenwright and Pexman 2010), and 

that their accomplishment of various tasks measuring first-order ToM skills reaches its ceil-

ing over the age of five (Wellman et al. 2001; Liddle and Nettle 2006: 232). Thus, once a 

young individual has mastered the ability to attribute first-order mental states to other peo-

ple, he or she is ready to try to utilise it in order to recognise the true beliefs of an ironic 

speaker; this recognition is the earliest sign showing that the child’s ability to understand 

irony has begun to develop. 

It needs to be pointed out at this point that there are studies in which even younger 

children demonstrated, more or less convincingly, some understanding of irony. The 

youngest age group that has so far been tested on irony comprehension were, to the best of 

the present author’s knowledge, children aged between two and a half and three years who 

participated in the study conducted by Bucciarelli and colleagues (2003). These authors 

report “a considerable difference” in how the youngest children and children from a slightly 

older group – aged between 3.6 and 4 years – understood ironic acts (Bucciarelli et al. 

2003: 229). While this is an important finding, one can only speculate as to what factors 

caused this difference, for such considerations were far beyond the scope of Bucciarelli and 

colleagues’ (2003) exploration.93 It needs to be pointed out, however, that – despite having 

a focus different from the majority of studies discussed here – these authors do appreciate 

the role that recognition of speaker belief plays in the comprehension of irony: one of the 

central concepts in Cognitive Pragmatics, the framework within which they work, is shared 

belief, defined as subjectively viewed mutual knowledge (Bucciarelli et al. 2003: 212). This 

knowledge is what a given ironic expression is compared to in the process of decoding 

ironic meaning: “comprehension of irony requires a partner to appreciate the special nature 

of the shared belief, and to generate a new meaning, overtly contrasting with that belief” 

(Bucciarelli et al. 2003: 214). Thus, even though Bucciarelli and colleagues (2003) did not 

explicitly test their young participants’ understanding of speaker belief, they did assume 

that children who succeeded in performing the experimental task must have correctly rec-

ognised the shared beliefs in the scenarios. 

 
93 The goal of Bucciarelli and colleagues’ (2003: 207) study was to account for the differences in the level of 

difficulty in comprehending pragmatic phenomena such as “direct, indirect, deceitful, and ironic communica-

tive acts”, and not to explore the nature of the processes underlying the comprehension of these acts. 
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Another study in which very young participants were shown to have some under-

standing of irony was conducted by Loukusa and Leinonen (2008). Here, several children 

as young as three were already able to provide a correct answer to an experimental question 

probing their recognition of ironic speaker meaning; this is early given the finding that the 

capacity to attribute first-order mental states begins to develop about a year later (Perner 

and Wimmer 1985; Winner and Leekam 1991; Sullivan et al. 1995; Glenwright and 

Pexman 2010). Loukusa and Leinonen (2008) speculate that the children’s performance 

could have been aided by their cultural and linguistic background: earlier studies (Ryder 

and Leinonen 2003; Loukusa et al. 2007) have shown that some Finnish children, in con-

trast to their English peers, may be able to provide correct answers to implicature questions 

as early as at three years of age. The issue of whether and how the particular language one 

speaks could influence their ability to understand irony remains to be explored; there is, 

however, another explanation that Loukusa and Leinonen (2008: 65) offer, and it seems to 

be more convincing than the previous one: “[i]t may be that (…) some children get more 

experience about ironic language from their parents or hear how older children use ironic 

utterances when talking to each other”.94 The claim that those familiar with irony under-

stand it better and are more likely to use it has indeed gained ample support, direct and in-

direct, and both from theoreticians and experimentalists (Carpendale and Lewis 2004; 

Pexman and Whalen 2010; Recchia et al. 2010; Regel et al. 2010); such facilitative effects 

of experience with irony have also been shown for children (Pexman et al. 2009).95 What is 

important for the current analysis, even if the unexpected proficiency of some of the three-

year-olds tested by Loukusa and Leinonen (2008) stemmed from such individual differ-

ences, it remains a fact that these individuals have managed to explain what the ironic 

speaker of a given scenario meant by uttering the target comment, which is an impressive 

achievement for children at such young age. The authors of the study interpret this finding 

as evidence that “some children start to recognize correctly the intent behind verbal irony 

as early as at the age of 3 and 4” (Loukusa and Leinonen 2008: 65). The author of the pre-

sent analysis cannot agree with this conclusion, however; I believe that it cannot be deter-

mined whether any of Loukusa and Leinonen’s (2008) participants was able to correctly 

 
94 It is important to note that these two explanations are not mutually exclusive. 
95 In the study by Pexman and colleagues (2009), children as young as four produced instances of gestural 

irony. Importantly, their use of irony was not linked to their cognitive capacities or vocabulary spans; it was 

linked to whether and how other interactants – members of their families – employed irony (Pexman et al. 

2009: 237). 
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attribute ironic intent, because the methodology of the study did not involve a direct meas-

ure of this component: the experimental questions only concerned participants’ recognition 

of speaker belief (“What does X mean?”) and identification of cues that helped them make 

this recognition (“How do you know that?”).96 Hence, the interpretation of Loukusa and 

Leinonen’s (2008) results advanced here is that some children may be capable of appreciat-

ing the ironist’s belief as early as at about three years of age. As regards appreciation of the 

ironist’s intent, the present author believes that this process entails more complex cognitive 

operations and postulates that, in order to have tested it, Loukusa and Leinonen (2008) 

should have gone a step further and asked not only about the actual meaning of the ironist’s 

comment but also about his or her communicative goal in making it – such as in “Why did 

X say that?”. The problems and challenges involved in testing children’s performance at 

this level of processing are discussed in the subsequent section. 

2.3.6. Irony, lies and mistakes: Speaker intention 

While correct recognition of the ironist’s true belief is a prerequisite to a full comprehen-

sion of irony, the two phenomena are by no means the same. For the latter to occur, one 

more cognitive operation needs to take place: the hearer needs to identify the speaker’s in-

tention in commenting on a given situation in the particular way chosen. In other words, the 

hearer has to recognise that the speaker is being ironic – a process which appears to be the 

most difficult of all that contribute to irony comprehension.97 One reason for this difficulty 

is that, to make such an inference, the hearer has to assign to the speaker “not the thought 

interpreted by his utterance (a first-order metarepresentation), but a thought about a thought 

attributed to someone other than the speaker (…) (a second-order metarepresentation)” 

(Curcó 2000: 269). Since irony entails a higher level of abstraction than do other types of 

figurative utterances, first-order mentalizing ability cannot be a sufficient comprehension 

 
96 To have measured participants’ recognition of the speaker’s ironic intent, this question should have been 

phrased along the lines of “What does X mean to do by saying this?” – a wording which primes intention-

related responses. 
97 Numerous authors have written about another difficulty that those exposed to irony are faced with: perceiv-

ing the playful side of ironic utterances (Demorest et al. 1984; Dews et al. 1996; Harris and Pexman 2003; 

Pexman et al. 2005). The present author does not venture upon determining whether recognizing speaker 

intent is more difficult than recognizing the humour function of irony, the more so as such comparisons are 

not particularly informative. The issue of how children perceive the attitudes expressed by irony is discussed 

in more detail in section (2.3.7). 
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tool. While it does provide the means necessary for the initial stages of irony processing, 

enabling the recognition of nonliteralness, it does not capacitate the hearer to reflect upon 

the speaker’s communicative intent; for the latter, second-order Theory of Mind is required 

(Winner and Leekam 1991; Sullivan et al. 1995; Hancock et al. 2000; Pexman and Glen-

wright 2007; Nilsen et al. 2011; Massaro et al. 2013). 

While various tasks have been devised to measure people’s general second-order 

mentalizing ability (Baron-Cohen et al. 1985; Perner and Wimmer 1985; Happé 1993; 

Doody et al. 1998; Astington et al. 2002; Kaland et al. 2002; Perner et al. 2002; Mo et al. 

2008), testing participants’ performance at the component of irony comprehension that re-

quires the use of this skill has been quite problematic for experimentalists, largely because 

of the difficulty of operationalising a phenomenon so subtle and multifarious as speaker 

intent.98 Since researchers have approached the challenge from varying perspectives, their 

definitions and interpretations of this notion have necessarily been diverse, which – in turn 

– must have affected experimental paradigms. These methodological differences are one of 

the reasons why the results of many developmental studies into irony comprehension are 

inconclusive, if not disparate. 

On the approach pursued in the current analysis, as well as in the empirical work 

following it, the researcher needs to take three steps in order to be able to check whether 

the hearer can correctly identify the ironist’s communicative intent. Firstly, the researcher 

needs to consider all possible motivations for someone’s uttering a comment that – taken 

literally – belies the truth; secondly, to reduce the many motivations to a manageable (ide-

ally, the smallest possible) number of basic categories, and finally, to create meaningful 

and succinct, if not self-explanatory, labels for these categories. It is crucial to remember 

that each of these three steps abounds in potential pitfalls, which means that the experi-

menter has to be constantly aware of the possibility of making oversimplifications and 

oversights. An omission made as early as the first step may skew the pattern of data ob-

tained and, consequently, yield an incomplete, if not distorted, picture of the investigated 

problem. Thus, wanting to make a valid empirical contribution, the experimenter has to 

watch out for mistakes all along the way. Having pointed to the importance of methodolog-

ical rigor, let us now proceed to see how developmental researchers of irony approached 

 
98 A lot of these tasks have been used to test young (Perner and Wimmer 1985; Astington et al. 2002), as well 

as clinical or otherwise vulnerable populations, such as individuals with Asperger syndrome (Kaland et al. 

2002), autism (Baron-Cohen et al. 1985; Happé 1993), at risk of ADHD (Perner et al. 2002), or those suffer-

ing from various psychoses (Doody et al. 1998), including schizophrenia (Mo et al. 2008). 
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the task of devising experimental designs suitable for testing intent recognition. Our discus-

sion of this problem will be presented in the order of the three steps specified above. 

It was as soon as the earliest developmental studies of irony comprehension that re-

searchers tested whether children could detect that a speaker was being intentionally insin-

cere (Ackerman 1981; Demorest et al. 1983, 1984; Andrews et al. 1986; Leekam 1991). 

Such an operationalization of speaker intent presupposes two options: the speaker is being 

ironic or wants to deceive the listener. On the other hand, it is also logically possible that a 

false utterance may be uttered unwittingly – by someone unaware of the untruth; in this 

case, two further options are conceivable: the speaker knows the facts of the situation, but 

has been careless, making a slip of the tongue and not noticing this, or the speaker is not 

familiar with the actual state of the affairs, believing what he or she said was true. The 

above possibilities are in line with what Andrews and colleagues (1986) have found con-

cerning children’s interpretations of irony: the study has shown that young participants may 

confuse irony with “other types of literal falsehood – (…) mistakes and lies” (Andrews et 

al. 1986: 294). This finding indicates how important it is for empirical explorations into 

comprehension of false remarks to allow for the “mistake” option. Andrews and colleagues 

(1986: 287f.) were explicit in this respect, as their study employed a forced choice task 

where participants had to choose from four speaker intent interpretations, one of which was 

“making a mistake”. It should be noted, however, that the “mistake” option can be included 

in other types of experimental paradigms, too. To illustrate, researchers may investigate 

speaker intent recognition by means of a set of open questions, in which case particular 

configurations of answers would be scored as the previously established interpretations of 

the ironist’s communicative intention.99 An important methodological point needs to be 

taken up here: in irony studies, just as in studies of any other linguistic phenomenon, the 

target items need to be interspersed with control items; thus, apart from ironic utterances, 

researchers employ appropriate fillers. If one wants to go beyond these obligatory elements, 

experimental design may be expanded with additional categories of target strings.100 

 
99 Such is the case with the study by Demorest and colleagues (1984), who – according to Creusere (1999: 

236) – “did not provide subjects with a ʻmistake’ option.” In fact, Demorest and colleagues (1984) probed 

speaker intent recognition indirectly: their experimental questions were, mostly, open-ended. Participants’ 

appraisal of the speaker’s communicative goal was measured by collapsing their answers to as many as three 

test questions that probed story facts, speaker belief and purpose comprehension, respectively. In this way, 

four possible categories were obtained, one of which – apart from “sincere-correct”, “deceptive”, and “sarcas-

tic” – was “sincere-mistaken” (Demorest et al. 1984: 1529). 
100 This will depend on the scope of the investigation. 
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Whichever approach one chooses to follow, one needs to remember that plausible speaker 

intent interpretations need to be created for all types of stimuli, not just the ironic ones, in 

order to ensure consistent experimental procedure. 

Having decided what explanations there might be for someone’s uttering a given 

type of remark, the researcher needs to focus on their exact wording. In the case of forced 

choice paradigms, he or she would have to create adequate labels for the various motiva-

tions – such that could be given to participants as plausible interpretive options. In the case 

of open-ended questions, in turn, the focus would be on the wording of the particular test 

questions. Despite the procedural differences, the chosen phrasing needs to be unambigu-

ous, conveying the intended meaning clearly and directly. The importance of clarity cannot 

be overemphasised here; if the questions asked, or the responses available to the partici-

pants are vague, then the results obtained will be anything but accurate. 

At this point, the critical issue emerges: what kind of label or wording would cap-

ture the essence of ironic intent? This question in fact reflects a more fundamental problem 

– that of operationalising ironic intent, and in order to answer it, one first needs to consider 

what communicative goal it is that the ironic speaker wants to achieve. As has already been 

discussed, the functions of irony are many; the challenge facing the experimenter is to en-

capsulate them all in a short phrase that not only does not contain the name of the investi-

gated phenomenon, but also has a meaning so transparent that it would be perfectly clear to 

children. Let us, then, have a look at how researchers have approached this problem. In the 

study by Andrews and colleagues (1986), participants were considered to attribute ironic 

intention correctly when the response they chose for the “Speaker Intention Question” was 

that the speaker was kidding (and not “making a mistake” or “telling a lie”) (Andrews et al. 

1986: 286). Filippova and Astington (2008) pursued a different approach; their “Communi-

cative intention” probe took the following form: “Does X want Y to believe that he thinks 

that?”. While this question is the forced-choice type, only allowing “yes” or “no” respons-

es, it does not provide participants with any labels for, or interpretations of, ironic intent. A 

question of a similar form was employed almost a quarter of a century earlier by Demorest 

and colleagues (1984: 1529) in order to “assess understanding of speaker purpose.” In a 

version of one of their scenarios, a character named Jay got a new haircut, which “was the 

worst haircut he had ever had’’, while the other character, named Mike, commented on it, 

saying “That new haircut you got looks terrific” (Demorest et al. 1984: 1529). In order to 

check participant “understanding of speaker purpose”, the authors used the following ques-
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tion: “Did Mike want Jay to think his haircut was good or bad?” (Demorest et al. 1984: 

1529). Just as was the case with Filippova and Astington’s (2008) study, here, too, only two 

answers were possible. 

The author of the current analysis considers this kind of experimental probe prob-

lematic, and this is so for at least two reasons. Firstly, thus formulated and used as a 

standalone measure, the question is not particularly informative. To illustrate, if a given 

participant responded that Mike did indeed want Jay to think that the haircut was good, this 

could be taken to indicate that the participant mistook the target ironic comment for a lie. 

There is also an alternative explanation, however: it is possible that Mike missed the facts 

of the situation, in which case his utterance would still be deliberate, but erroneous. Thus, 

one and the same response given by the participant could mean two very different things. 

Interestingly, the situation would not be any better if the participant chose the opposite an-

swer – that Mike wanted Jay to believe that the haircut was bad, because this response also 

allows two possible interpretations: it could be taken to demonstrate that the participant 

correctly recognised Mike’s ironic intent, but it could also mean that the participant misun-

derstood the irony, taking it for a careless mistake, such as a slip of the tongue. Thus, each 

of the two answers that are available to the participant has two fairly different interpretive 

options. Hence, if questions of the discussed type are to have explanatory value, they need 

to be accompanied by and analysed together with other comprehension indices. For in-

stance, in the Demorest et al. (1984) study, the speaker purpose probe was not an isolated 

measure, but – quite rightly so – constituted just one of three questions, the answers to 

which were collapsed in order to yield a more detailed interpretation of the speaker’s com-

municative goal. On the approach pursued by Filippova and Astington (2008), in turn, the 

discussed forced-choice “Communicative intention” question (“Does X want Y to believe 

that he thinks that?”) was followed by an open-ended “Motivation/Attitude” question of the 

following form: “Why did X say that?”. Let us illustrate this with an example scenario. In 

one of the authors’ irony stories, Robert, who is “a new player on his school’s soccer 

team”, “misses the chance to score several easy goals” during his very first game, and his 

best friend, Oliver, who is also a player on the team, says to him “You sure ARE a GREAT 

scorer!” Filippova and Astington (2008: 137). The correct answer to the “Communicative 

intention” question (“Does Oliver want Robert to believe that he thinks that?”) was “no”. 

What followed was an open-ended “Motivation/Attitude” question: “Why did he say that?”. 

Here, participants’ responses were divided into five groups, each of which was assigned a 
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value on a scale ranging from 0 to 4, depending on their levels of cognitive complexity. 

The most basic answers, such as “he said it by accident”, or “I don’t know”, were scored 0 

and labelled by the authors as “inappropriate justifications”. Responses such as “because he 

was bad, disappointed” belonged to the category of “simple surface-level justifications”, 

which were scored 1. Responses involving “identification of the speaker’s first-order inten-

tion”, such as “he wanted him not to do it again”, were scored 2, while those involving 

“identification of (…) second-order intention”, such as “to blame, criticise, make him feel 

bad” were scored 3. Finally, responses such as “he was being funny, teasing, joking” were 

considered by the authors as the most complex because they involved “identification of an 

attitude”; these were assigned the maximum score of 4 (Filippova and Astington 2008: 130, 

138).101 While Filippova and Astington (2008) later rescored the answers obtained to the 

“Motivation/ Attitude” probe to a more basic, three-element scale based on Happé (1994), 

the question was nevertheless crucial for providing the authors with more detailed insight 

into how their young participants interpreted the communicative purpose of an ironist.102 

The necessity to employ additional, clarifying probes shows that forced-choice intent ques-

tions of the type used by Filippova and Astington (2008) and, earlier, Demorest and col-

leagues (1984) may not be particularly effective. This is not their only limitation, however; 

another and, perhaps, more important problem is that this kind of probe is necessarily com-

plex – both syntactically and cognitively. The issue has been addressed by Winner and col-

leagues (1987: 16), who point out that questions compelling participants to ponder the be-

 
101 Filippova and Astington (2008: 132) claim that “the sophistication of an understanding of the speaker’s 

motivation to use irony, reflected by the highest score (…), is an indication of a more complex aspect of un-

derstanding others’ minds.” The author of the present analysis has two reservations here. Firstly, Filippova 

and Astington’s (2008) very coding of the answers seems arbitrary: for instance, a response such as “[s]/he 

was being (…) mean” is considered to be a “simple surface-level justification” (scored 1), and not one involv-

ing “identification of an attitude” (scored 4). Secondly, these authors seem to have missed the point that so-

phistication of understanding does not have to go hand in hand with sophistication of expression – in other 

words, participants’ choice of vocabulary may have understated the complexity of the mentalising processes 

involved in the task. To illustrate the claim with Filippova and Astington’s (2008: 138) coding scheme exam-

ples, why would an explanation such as “[s/he was] emphasizing” (“identification of an attitude”, scored 4) be 

indicative of more sophisticated ToM than “[s/he wanted to] make him/her feel (…) bad about what s/he did” 

(“identification of the speaker’s second-order intention”, scored 3) or “[s]/he was (…) disappointed” (consid-

ered by the authors to be a “simple surface-level justification”, and scored only 1)? To the present author, all 

three answers may have been dictated by equally complex mentalising processes. 
102 Filippova and Astington’s (2008: 130) motivation for this decision was that some of the previously estab-

lished categories had little representation in the actual responses obtained. Thus, the new groups were three: 

“inappropriate responses”, responses making “appropriate reference to a story fact that had reference for the 

second-order reasoning”, and responses “reflecting the second-order reasoning”, and were scored 0, 1, and 2, 

respectively (Filippova and Astington 2008: 130). To the present author, this coding scheme has the ad-

vantage of being if not unarbitrary, then far less prone to individual determination of item assignment. 
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lief states of the speaker are inherently difficult, and hence a child’s failure to provide a 

correct answer may have been caused by the complicatedness of the question, and not by 

his or her not having understood the target expression. Winner and colleagues (1987) tested 

this claim in two experimental conditions: situation condition and story condition. In the 

first of these, participants witnessed live interactions between two experimenters, while in 

the second they were read out stories describing interactions which paralleled those from 

the situation condition. The key feature differentiating the two conditions were memory 

demands, minimised in the situation condition, where the setting was true to life and re-

flected the natural circumstances in which children are likely to come across sarcastic, de-

ceptive or erroneous utterances (Winner et al. 1987: 20). In both experimental conditions, 

participants’ understanding of the target expressions was tested using two different 

measures. The first of these encompassed three questions designed to probe the recognition 

of truth, speaker belief, and literalness. The form of the questions was similar to that em-

ployed by Demorest and colleagues (1984): they were forced-choice and rather complicat-

ed, such as “Did X want Y to think he had (…) or not?”. The second measure was of a dif-

ferent kind: here, participants were simply supposed to decide whether the speaker in each 

target string was “teasing”, “making a mistake” or “lying” (Winner et al. 1987: 21). The 

results obtained by Winner and colleagues (1987) were that while – contrary to what was 

hypothesized – participants’ overall scores were not higher for Measure 2 than for Measure 

1, a large difference between the scores was observed in the story condition (Winner et al. 

1987: 22, 24). This finding indicates that traditional questions about conversational max-

ims, such as those used in Measure 1, may underrepresent participants’ comprehension if 

incorporated into a high-memory-demand paradigm, and is particularly relevant to the cur-

rent analysis, as the bulk of developmental research into irony has used either read out or 

pre-recorded scenarios.103 Thus, it is critically important that the researcher be aware of the 

limitations inherent in various research formats; this awareness is prerequisite to both de-

 
103 Although an experimental setting where participants witness actual interactions instead of listening to 

scenarios has the advantage of ecological validity, it is not a setting that is free from limitations. The present 

author has two reservations to how Winner and colleagues (1987) designed this condition. Firstly, a situation 

in which children watch as the experimenter, an adult person in authority, lies to another and does not get 

criticised for such behaviour, is highly unpedagogical, which may raise concerns as to the ethics of this kind 

of experimental environment. Secondly, it seems unrealistic to expect that children would be at ease when 

they were supposed to say outright that one of the experimenters was lying – all the more so when this person 

was still in the room; to some of the young participants, such conduct might be short of challenging the au-

thority of an adult. Responses provided by children who are discomforted by a stress-inducing experimental 

setting appear to be prone to bias. 
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signing new experimental procedures and analysing the results of studies that have already 

been conducted. The issue is of even greater significance for those research areas which – 

just as the one under discussion – are “characterised by discrepant findings” (Creusere 

1999: 233); sensitivity to methodological differences may be the key to resolving at least 

some of the inconsistencies. 

Having pointed to the importance of methodological awareness, let us now briefly 

summarise what has so far been found concerning children’s ability to reflect upon the 

communicative intention of an ironic speaker, and to locate this component within a broad-

er frame of acquisition sequence of the steps involved in irony processing. On the approach 

pursued in this analysis, based on a sound body of research that has been conducted into the 

issue, speaker intent recognition is considered the most critical of all the processes impli-

cated in understanding irony; thus, to say that someone has understood an ironic utterance 

means that they have acknowledged the speaker’s ironic intent. The preceding cognitive 

operations – noticing the discrepancy between the real state of affairs and the state of af-

fairs as referenced in the ironic utterance, and, further, understanding that the speaker is 

being nonliteral (i.e., believes something else than what has literally been uttered) – are two 

preconditions for identifying the speaker’s communicative goal, but they are not sufficient 

for the comprehension process to be complete. To illustrate, a false statement is discrepant 

with reality just as irony is; moreover, here, too, the speaker says something other than 

what he or she believes. A further step is needed if one is to distinguish an ironic from a 

false remark: one needs to consider the speaker’s communicative intention in uttering the 

comment. 

As regards the developmental dynamics of these comprehension processes, it has al-

ready been stated that it is around the age of 6 that children begin to realize that the ironist 

does not believe what he or she has said (Ackerman 1983; Andrews et al. 1986; Winner and 

Leekam 1991; de Groot et al. 1995; Dews et al. 1996; Hancock et al. 2000; Nakassis and 

Snedeker 2002; Harris and Pexman 2003; Pexman and Glenwright 2007; Pexman 2008; 

Glenwright and Pexman 2010; Nilsen et al. 2011). This finding has been demonstrated to 

correspond with that concerning the full competence of children as young as five in per-

forming various tasks measuring their first-order mentalising ability (Wellman et al. 2001; 

Liddle and Nettle 2006). This correspondence is by no means accidental: in order to recog-

nise the ironic speaker’s actual belief and detect nonliteralness in his or her utterance, one 

needs to engage in mentalising. Even more advanced ToM ability is necessary for identify-
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ing ironic intent; thus, it is at a later age – between six and eight years – that children begin 

to develop the ability to distinguish between ironic jokes and other types of literally false 

utterances, such as lies (Winner et al. 1987; Winner 1988). To correctly recognise ironic 

intent, it is not sufficient to observe that what the speaker says and believes are two differ-

ent things; one needs to go a step further and reflect on what the speaker knows about the 

listener’s knowledge state, or what the speaker wants the listener to believe – either way, 

one needs to make a second-order attribution (Curcó 2000: 269). One of the experiments 

designed to explore the nature of such metarepresentations has been conducted by Sullivan 

and colleagues (1995). These authors differentiate between two types of attributions: attrib-

utions of (false) belief and attributions of ignorance.104 The former refer to the speaker’s 

precise representation of the listener’s (incorrect) belief, while the latter – to the speaker’s 

knowledge that the listener is not aware of the actual state of affairs.105 Sullivan et al. 

(1995) found that the ability to attribute second-order ignorance already enabled their 

young participants to distinguish ironic jokes from lies, which means that the children did 

not need to possess the ability to attribute second-order false belief106. This is in line with 

what Hogrefe and colleagues (1986) have found concerning the temporal dynamics of chil-

dren’s developing ability to make these two types of second-order attributions: emergence 

of ignorance attributions preceded that of belief attributions by two years. The importance 

of the former process for recognising ironic intent becomes apparent if one takes into con-

sideration Sullivan and colleagues’ (1995: 202) argument that “the liar need not have a rep-

resentation of what the listener actually believes, but need only believe that the listener 

does not know the truth.” The centrality of listener knowledge for the hearer’s interpreta-

tion of irony has been further explored by Nilsen and colleagues (2011).107 The novelty of 

their exploration lies in employing a third-person task, in which participants had to be able 

 
104 And so do several other authors, including Leekam (1991). 
105 It should be noted that the author of the present analysis does not make this differentiation in her work and 

uses the term “second-order belief” in the broad sense of a general second-order mental state, as many recent 

explorations have done (Glenwright and Pexman 2010; Nilsen et al. 2011; Massaro et al. 2013). 
106 Sullivan and colleagues (1995) admit that there are other studies into this issue that have yielded different 

results. For example, in the study by Leekam (1991), children’s ability to provide a correct answer to a sec-

ond-order belief probe preceded their ability to distinguish lies from jokes. The authors claim that this dis-

crepancy may stem from methodological differences in “what counted as a second-order belief question” 

(Sullivan et al. 1995: 202) – that is, in how the two explorations tested participants’ ability to attribute second-

order belief. 
107 While the term “listener knowledge” does not employ ToM-related vocabulary, it needs to be pointed out 

that any attempt made by the speaker to identify what the listener does and does not know necessarily entails 

making knowledge state attributions. 
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to perceive their own knowledge of the situational context as distinct from that of a less 

informed recipient of the target expression in each of the analysed scenarios (Nilsen et al. 

2011: 379). Such a task imposes high processing demands on participants, as it entails act-

ing against a “fundamental bias in social cognition (…) – being biased by one’s own 

knowledge when trying to appreciate a more naïve perspective”, a phenomenon that has 

been referred to as “the curse of knowledge” (Birch 2005: 25). Thus devised experimental 

task turned out to be especially challenging for the youngest participants tested by Nilsen et 

al. (2011): children aged between six and seven. While they demonstrated some sensitivity 

to the information available from the context, they nevertheless had difficulty understand-

ing the target ironic comments: their answers “reflected interpretations of ironic criticisms 

that were more similar to literal compliments than to literal criticisms” (Nilsen et al. 2011: 

402). What is more, when asked about the listener’s understanding of the target utterances, 

children belonging to this age group did not make use of listener knowledge. Very different 

results were obtained with a group of older children: eight- to ten-year-olds, whose re-

sponses already revealed a dawning sensitivity to the listener’s knowledge state. It was only 

in the oldest group tested, however, that the ability to utilise listener knowledge was found 

to be refined: adults demonstrated a sophisticated understanding of listeners’ interpretations 

of ironic intent. The results obtained by Nilsen and colleagues (2011), apart from illustrat-

ing the developmental dynamics of the ability to make sense of ironic intention, clarify the 

issue of the relationship between irony comprehension and mentalising. In the study, chil-

dren endowed with a more advanced mentalising ability as indexed by their performance on 

a second-order false belief task, exhibited not only higher proficiency in understanding iro-

ny, but also greater flexibility in their appraisal of how other people would understand iro-

ny (Nilsen et al. 2011: 405). 

A different kind of experimental evidence on the link between intent recognition 

and mentalising has been provided by Wang and colleagues (2006a), whose study was “the 

first (…) to examine the neural correlates of interpreting communicative intent in adults 

and children using irony comprehension as a test case” (Wang et al. 2006a: 119). In the 

experiment, participants’ brain activity was being scanned using functional magnetic reso-

nance imaging as they were performing a simple irony comprehension task. They listened 

to short, recorded scenarios about children engaged in a given task and were at the same 

time shown cartoon sketches of the described situation. The vignettes always ended with 

one character making a comment that was potentially ironic, such as “Way to go!”. Uttered 
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to a character who has just accidentally knocked down a tower that they were building, this 

comment would be sarcastic. However, uttered to someone who has just finished building 

the tower, the very same comment would be sincere. After each such scenario, participants 

were supposed to determine “whether the speaker really meant what he or she said” (Wang 

et al. 2006a: 109). While at first glance this experimental question seems to probe the 

recognition of speaker belief rather than intent, it needs to be added that the task instruc-

tions specified that a “no” answer would mean that “the final remark was sarcastic and that 

the speaker meant the opposite of what he or she said” (Wang et al. 2006a: 109); thus, par-

ticipants’ choosing of the negative answer would indicate both their detection of the speak-

er’s nonliteralness and their recognition of his or her intention to be sarcastic. What is in-

teresting, Wang and colleagues’ (2006a) task turned out to be relatively easy for the 

children tested: no significant difference was found between their performance and the per-

formance of adults.108 Moreover, no reliable difference in response latency was registered 

between the two groups. However, major differences were observed in the patterns of neu-

ral activity of children and adults. For one thing, children’s activation of prefrontal regions 

– the medial prefrontal cortex and left inferior frontal gyrus – was stronger than adults’; the 

authors claim that this reliance on prefrontal brain areas may help children consolidate the 

many cues available to resolve the inconsistency between the surface and the actual mean-

ing of a given ironic remark (Wang et al. 2006a: 107, 119). As regards the regions that 

adults activated more strongly than children did, these were the fusiform gyrus, extrastriate 

areas and the amygdala – regions which have been reported to play a significant part in the 

processing of facial emotions (Wojciulik et al. 1998; Vuilleumier et al. 2001). Wang and 

colleagues’ (2006a) explanation for this finding is that when processing irony, adults may 

make greater use of facial cues than children do. Further, the authors claim that the devel-

opmental shift they have observed – a transition from children’s dependence on frontal are-

as to adults’ reliance on posterior occipitotemporal brain regions – may be indicative of a 

progressing “automatization of basic reasoning about [other people’s] mental states” (Wang 

et al. 2006a: 107, 119). Taken together, these findings offer a unique insight into the neural 

circuitry underlying humans’ developing ability to recognise ironic intent. They vividly 

demonstrate that what seems to be the same effect – a comparable proficiency at irony un-

 
108 It needs to be remembered that – as is typically the case with fMRI studies – the exploration by Wang and 

colleagues (2006a) had a limited number of participants: there were only twelve people in each of the two 

groups tested. Further, the age range of the child group was wide, encompassing ages from 9 to 14 years. 
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derstanding, accomplished at a similar speed and with almost identical accuracy – may ac-

tually have very different brain correlates. 

2.3.7. Nice or mean? Speaker attitude 

Having discussed the mechanics of the three major steps in irony processing: context com-

prehension, speaker belief detection and recognition of speaker intention, we need to take a 

closer look at one more fundamental problem – that of speaker attitude. The issue is highly 

controversial, for empiricists have been making diverse assumptions concerning not only 

the nature of the attitude held by the ironic speaker (Creusere 1999: 238), but, above all, the 

very role that attitude recognition plays for comprehension processes. Such theoretical con-

siderations have necessarily influenced the actual shapes of experimental designs and, con-

sequently, the results obtained, together with their particular interpretations. 

The earliest developmental studies of irony tended to treat attitude recognition as a 

distinct and separable component of irony comprehension. A good example here is the 

study by Andrews and colleagues (1986), who claimed that children needed to perceive the 

ironic speaker’s attitude as negative if they were to be credited with a mature, fully devel-

oped ability to understand ironic utterances (Creusere 1999: 238). On these authors’ ac-

count, the processing of every ironic utterance has to entail a separate step whereby the 

hearer evaluates the speaker’s attitude; more than that, if the attitude is not interpreted as 

negative, this means that the hearer has missed the ironic meaning. Andrews and col-

leagues’ (1986) approach seems to be problematic for one fundamental reason: more recent 

research has repeatedly demonstrated that the ironist does not always hold a negative atti-

tude towards the object of irony (Dews et al. 2007; Kumon-Nakamura et al. 2007). As has 

already been discussed in Chapter 1, irony can serve many and multiple communicative 

goals, including social bonding (Dews et al. [1995a] 2007; Boxer and Cortés-Conde 1997; 

Partington 2007; Dynel 2008) and humour (Kreuz and Glucksberg 1989; Littman and Mey 

1991; Norrick 1993; Kumon-Nakamura et al. [1995] 2007; Jorgensen 1996; Attardo 2001; 

Hirsch 2011; Dynel 2013), both of which quite definitely are positive phenomena. Accord-

ingly, hearers who have correctly identified the ironic speaker’s intent may gauge his or her 
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attitude as positive, and such a perception of this attitude can by no means be taken to mean 

that they have failed to grasp the actual meaning of the ironic utterance.109 

While Andrews and colleagues’ (1986) restrictive, if not simplistic, view of ironic 

attitude does not seem to promote the viability of attitude recognition as a comprehension 

measure, this does not mean that attitudinal judgements cannot be employed experimentally 

to index whether and how people understand a given aspect of ironic meaning. Valuation, 

found to be both an automatic and inevitable brain activity (Ferguson and Zayas 2009; Le-

breton et al. 2009), bears upon people’s processing of all elements of their surrounding en-

vironment; accordingly, it makes sense to postulate that it also bears upon their processing 

of irony. This is indeed the case, and to a greater degree than one may have suspected: re-

cent interdisciplinary research has demonstrated that affective valence plays a pivotal role 

in irony comprehension (Bromberek-Dyzman 2014, 2015). If the factor is of such signifi-

cance, then it is highly recommendable to take it into account when designing one’s exper-

imental paradigm. If this is to be done effectively, in turn, it is critically important for the 

researcher to give full credit to the complexity of this phenomenon. As it is a dichotomy 

(Barbe 1995) – “a clash between contents” (Garmendia 2014: 642) – that lies at the very 

heart of irony, the ironic attitude cannot be homogeneous or single-faceted; it is to the con-

trary, the sentiments expressed by the ironic speaker are inherently and inevitably ambigu-

ous (Bromberek-Dyzman 2014, 2015). An experimenter wishing to make a valid contribu-

tion to the relevant research area must embrace this complexity – such an approach is 

necessary if the results are to yield a comprehensive picture of the studied problem. In ac-

cordance with this, the findings obtained by Andrews and colleagues (1986), whose study 

acknowledged but one element of ironic attitude, can only provide a fragmentary portrayal 

of this phenomenon; to be more precise, in consequence of these authors’ restrictive opera-

tionalisation of ironic attitude, their data can be taken to indicate what participants thought 

of a given target utterance rather than whether they correctly understood it.110 

 
109 Interestingly, as Creusere (1999: 238) points out, Andrews and colleagues (1986) have been inconsistent in 

what they claimed about the nature of the ironist’s attitude and how they actually tested hearers’ recognition 

of this attitude in their study: “the authors did not reconcile the fact that they scored some positive attitude 

responses as appropriate, yet asserted that recognition of negative attitude underlying irony is a crucial com-

ponent in understanding the speech act.” 
110 The conclusion that Andrews and colleagues (1986: 297) drew as to the role that speaker attitude recogni-

tion plays for irony processing was that it is “neither necessary nor sufficient for comprehension of irony.” 

This finding, however, did not preclude the authors from maintaining at the same time that “comprehension of 

irony which does not include comprehension of the speaker’s negative attitude remains incomplete” (An-

drews et al. 1986: 297) – a claim that clearly contradicts the former one. It seems that the inconsistencies in 

Andrews and colleagues’ (1986) assumptions and findings could be reconciled if these researchers broadened 
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Andrews and colleagues’ (1986) is not an isolated problem; a lot of comprehension-

oriented research into irony has utilised speaker attitude recognition in a way similar to 

theirs.111 For example, a related methodological issue emerges for the study conducted by 

Winner and Leekam (1991). Here, participants were presented with two short stories about 

a boy who failed to clean his room. In both stories, the boy wanted to play with his older 

brother, and the boys’ mum asked both of them to clean their rooms first. While the older 

brother did that, the younger one forgot about it. In one story, the mother sent the older 

brother upstairs to check the younger brother’s room, while in the other story she went up-

stairs with the older brother in order to check the room. Both stories ended in the older 

brother telling the mother that the younger brother “did a great job cleaning up”. In the first 

scenario this comment was intended as a lie, as the mother could not have known about the 

mess. In the second scenario, however, the utterance was meant as an ironic comment, as 

the mother was well aware of the facts of the situation. Once the stories were presented, 

participants were shown two pictures related to each story and were asked two comprehen-

sion questions: a second-order intention question, and an attitude question. In the former 

question, participants were supposed to point to a picture depicting the story in which the 

older brother did (or did not) want the mother to know about the mess in the younger broth-

er’s room. In the latter question, in turn, participants were asked to point to a picture depict-

ing the story in which the older brother was being nice (or mean) to his younger brother. In 

the ironic scenario, answers to the “attitude” question were coded as correct only when par-

ticipants decided that the older brother was “being mean” (as opposed to “being nice”, the 

expected attitude of a white liar). Interestingly, as the authors note, the results they obtained 

on the attitude score differed depending on how the target question was phrased: “when 

children were asked which brother was being nice, they were able to select the white liar 73 

 
their restrictive view of ironic attitude and appreciated that it was dichotomy rather than “the negative tone” 

that was the feature “underlying all forms of irony” (Andrews et al. 1986: 297). 
111 Among the notable exceptions are the explorations by Bromberek-Dyzman, who not only repeatedly em-

phasised that ironic utterances were inherently ambiguous (Bromberek-Dyzman 2012, 2014, 2015), but also 

managed to employ attitude recognition as a viable comprehension measure (Bromberek-Dyzman et al. 2010; 

Bromberek-Dyzman 2014). This was achieved by asking participants whether the speaker made a “favoura-

ble” or “unfavourable” comment, instead of asking them whether he or she was being “nice” or “mean”. A 

target question thus phrased has two major advantages. Firstly, it probes the perception of the comment and 

not of the speaker – after all, not all people who express criticism are necessarily mean. Secondly, the em-

ployed labels are umbrella terms, general enough to capture the correct responses that narrower options might 

have missed: for instance, the category of “mean” might have been too directly negative to be chosen by those 

participants who perceived ironic comments as jocular and found them entertaining. Such participants would 

not be likely to choose the other available option either, because “nice” is not an attitude that has particularly 

salient associations with irony. 
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per cent of the time. But when they were asked which brother was being mean, they only 

selected the ironic brother 31 per cent of the time” (Winner and Leekam 1991: 266f.). The 

authors claim that a possible explanation may be what Kohlberg (1969) called “the ʻgood 

boy’ mentality” (Winner and Leekam 1991: 267), whereby children are unwilling to ascribe 

negative motivations to other people. Compelling though this line of reasoning may seem, 

there is an alternative and, possibly, simpler explanation: “mean” may not be the most sali-

ent of the attitudes expressible by irony, and it is by no means the only such. 

If this is the case, then perhaps developmental researchers should look at the prob-

lem of ironic attitude from an altogether different angle and stop making the a priori as-

sumption that those who do not consider irony mean must have missed its true meaning. It 

seems to the present author that the results of the experimental endeavours which do not 

subscribe to the restrictive, necessarily negative view of ironic attitude, have considerably 

broadened our understanding of the mechanics of irony. 

To illustrate, there is a considerable body of research centred around exploring what 

it is that people actually mean when they label an attitude as ironic. These studies investi-

gate how people perceive the functions of irony and how they understand ironic attitude 

(Long and Kreuz 1991; Dews et al. [1995a] 2007; Dews and Winner 1995; Dews et al. 

1996; Harris and Pexman 2003; Pexman et al. 2005). It is important to note that such exper-

imental designs do not always check participants’ comprehension of irony; when they do, 

they may demonstrate how ironic utterances are perceived by those who have managed to 

understand them. On the other hand, when perception data are analysed in isolation, with-

out a comprehension check, they may reveal how risky a figure of speech irony is – and it 

is this approach that seems to be the one more true to the reality of our everyday interac-

tions: speaking to the people we meet on a daily basis, we do not make sure that they have 

correctly understood our communicative intentions in uttering a particular phrase or expres-

sion.112 When we make an ironic comment, we do so, hoping that some of our interlocutors 

– at least those whom we consider to be members of our informal social group – will un-

derstand it and share our laughter (Dynel 2008: 257). It is only in special circumstances, 

such as when irony has fallen flat or been misunderstood, that we may decide to check with 

our hearer(s) upon which part of the intended message has been misconstrued. 

 
112 Interestingly, as has been found by Eisterhold and colleagues (2006: 1240), “the majority of ironical utter-

ances go unacknowledged.” 
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Having shared our methodological considerations, let us now proceed to see what 

has so far been found concerning how children perceive the ironic speaker’s attitude. It is 

important to note at this point that a lot of what we know on the matter has been acquired 

indirectly: where open-ended attitude questions would be the most welcome choice, exper-

imenters tended to employ forced-choice tasks where participants had to rate their percep-

tions on two to three continua – such as from nice to mean, from funny to serious, and, 

sometimes, from teasing to real (as in Pexman et al. 2005) – or even to choose between the 

end points of these scales, a yet more restrictive method. Still, taken together, such data 

provide a valuable insight into how young individuals view ironic utterances. It is generally 

agreed that “[c]hildren’s appreciation of the social functions of irony unfolds during a long 

period between middle and late childhood” (Nilsen et al. 2011: 376). Importantly, the 

recognition of two main such functions – to criticize and to entertain – does not seem to be 

equally complex: appreciation of one does not entail, and neither does it implicate, the ap-

preciation of the other. Research findings indicate that, to children, the ironic speaker is 

predominantly mean (Dews et al. 1996; Harris and Pexman 2003; Pexman et al. 2005; Nil-

sen et al. 2011), which may be taken to reflect these participants’ recognition of irony’s 

critical function.113 Things are far more complex with recognition of the humour function, 

as there is a disagreement among researchers as to the age at which this skill begins to de-

velop. Typically developing five- and six-year-olds would not consider an ironic comment 

funny (Pexman et al. 2005; Nilsen et al. 2011); according to some authors, such interpreta-

tions could begin to appear in the responses of 7- to 9-year-olds (Dews et al. 1996; Harris 

and Pexman 2003; Pexman et al. 2005; Nilsen et al. 2011), but there are researchers who 

claim that the skill is not yet fully developed in teenagers (Demorest et al. 1984). Overall, 

research indicates that irony’s function to criticize is more salient to children; when asked 

(in a more or less veiled way) about the attitude of the ironic speaker, they tend to choose 

the “mean” option (Nilsen et al. 2011). Analysing these findings, one needs to remember 

two things, though: firstly, the stimuli used in developmental research have overwhelming-

ly been sarcastic – and therefore negative – utterances, a highly conspicuous feature which 

must have biased the obtained results; secondly, there are authors such as Garmendia 

 
113 One needs to remember that this may be so because the “mean” – “nice” opposition underlay the majority 

of developmental attitude recognition paradigms – hence, this finding may be an artefact of the methodologies 

employed. 
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(2010), who consider all irony to be critical, in view of which the pattern of intuitions ex-

hibited by children is precisely what one would anticipate. 

2.4. What we do not know: Directions for future research 

Having analysed what has so far been found concerning children’s comprehension and per-

ception of irony, one may reach the sad conclusion that not only is our picture of these 

problems somewhat lacking in unity, but it is also not clear enough to bring out the much-

needed details. The research field is indeed “characterised by discrepant findings” 

(Creusere 1999: 233); one should not forget, however, that much of the current disagree-

ment stems from basic methodological differences in how the various researchers defined 

and operationalised their critical concepts. Thus, it seems that, whenever discussing rele-

vant empirical findings, the researcher should always consider how the methodological 

choices influenced the obtained data. Sensitivity to these considerations is of paramount 

importance if contentious issues are to be properly addressed and resolved; accordingly, 

conducting a detailed scrutiny of previously used methodologies should be the step preced-

ing any attempt at designing one’s own exploration of a given research topic. And the ques-

tions to answer are many. 

The most fundamental issue that needs further exploration seems to be the devel-

opmental dynamics of how children acquire the particular components of irony understand-

ing. Here, empirical designs are needed which employ precise definitions of the critical 

concepts and which have employed a rigorous methodology – such that precludes the pos-

sibility of merging distinct phenomena into a single category. This is of particular im-

portance given the inconclusive results of some of the earlier studies into this problem: 

comprehension data obtained in experiments which did not test participants’ understanding 

of the context or did not differentiate between their recognition of speaker belief, intent, 

and attitude, cannot be subjected to a definitive interpretation. Hence, more rigorous para-

digms need to be employed in order to yield a more complete picture of these problems. 

Another issue that needs more attention from developmental researchers is chil-

dren’s comprehension of various forms of irony. While some earlier studies tested how 

young participants understood ironic criticism as well as praise (Hancock et al. 2000), or 

how their performance on a comprehension task differed relative to the kind of ironic or 
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otherwise figurative stimulus presented (Demorest et al. 1983; Winner et al. 1987; Filip-

pova and Astington 2010), empirical works employing fine-grained categorisations of irony 

– such that have mutually exclusive elements – are still lacking. 

Yet another research area that needs to be addressed more comprehensively than has 

so far been done is children’s perceptions of irony. It seems to the present author that para-

digms which go beyond the traditional “mean” – “nice” opposition would be instrumental 

in broadening our knowledge of young individuals’ appraisal of the attitudes expressible by 

irony. Such studies could shed a new light on how children view the communicative goals 

of the ironic speaker, as well as on what they actually mean when they label an utterance as 

ironic. These findings would be of particular importance given irony’s undeservedly dark 

reputation as evidenced in various lay discourses of child-rearing and socialisation. 

Finally, not much is known about the existence of various social and cultural differ-

ences in how children produce, understand, and perceive ironic utterances. While research 

conducted with adults has demonstrated the effects of categories such as one’s gender or 

the geographical region one inhabits on the processing of irony, we do not know whether 

these factors would have similar effects for younger individuals. 

The study described in Chapter 5 of this project aims to provide new insights into 

some of the above issues. 

2.5. Conclusions 

The analysis undertaken in Chapter 2 had two major goals. First, it was aimed at introduc-

ing the factors which have been found to influence the processing of irony. Here, the author 

discussed both the factors related to the ironic utterance and to the relevant characteristics 

of the speaker and hearer. Next, the chapter focused on the developmental psychopragmat-

ics – a research field in which the current thesis’ empirical exploration is immersed. Here, 

the author reported what has so far been found concerning children’s ability to interpret 

ironic meaning. Discussion of these issues provided emphasis on what the author, drawing 

upon a sound body of research, considers to be the major components of irony comprehen-

sion in children. At this point, apart from providing an account of research findings relevant 

to each of these components, the related methodological problems were discussed, as well 

as some comments offered on how the existing experimental designs could be improved. 
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Analysing the implications of the different methodological choices and operationalisations 

of critical concepts, as well as providing brief directions for further research, the stage has 

been set for introducing the study that is the focus of this dissertation. To fully prepare the 

ground for reporting on this empirical endeavour, however, one more critical problem 

needs to be addressed, namely that of the bilingual mind, as the participants in the research 

described here such were bilinguals. Accordingly, the following chapter focuses on those 

aspects of bilingualism that are directly relevant for the current analysis. 
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Chapter 3: Introducing bilingualism 

3.1. Introduction 

The aim of the discussion presented in Chapter 3 is to introduce the topic of bilingualism, 

note its prevalence and, at the same time, demonstrate how heterogeneous a category it is. 

The definitions of bilingualism are many; moreover, the label has been employed to de-

scribe radically different populations. It is important, then, to review the main factors which 

have been used by scholars studying the phenomenon. Among these are the degree of bilin-

gualism, the age and context of language acquisition, the domain of language use, as well 

as social orientation. 

Subsequently, the focus of the analysis will be shifted to the issue of the costs and 

rewards of bilingualism. The concept of the bilingual advantage will be introduced and 

discussed in detail. Here, research results will be reviewed concerning bilinguals’ metalin-

guistic awareness, verbal abilities, cognitive flexibility and executive function, Theory of 

Mind, communication skills, and cognitive reserve. Taken together, these findings point to 

the existence of the bilingual advantage. They, moreover, lay the groundwork for the idea 

that the advantage might manifest itself in other areas, such as irony comprehension. 

The final part of Chapter 3 offers a dose of scepticism, presenting the arguments of 

scholars who question the existence of the bilingual advantage. These views are discussed 

against the backdrop of the current scientific debate surrounding the ethics of scholarly 

publishing. Here, problems such as the so-called replication crisis, the publication bias, and 

the file drawer bias are looked at. Finally, the problem of inconsistent findings on bilingual-

ism is taken up. Having acknowledged the inevitability of conflicting evidence, the author 
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will move on to discuss the potential reasons for the problem, as well as several solutions 

that could mitigate it. 

3.2. Introducing bilingualism 

Before going into the details of how bilingual individuals – especially those who are young 

– process language, we need to address a far more basic problem, namely that of what bi-

lingualism actually is. Theoreticians and experimentalists have approached this fundamen-

tal question from many different perspectives, and provided various, and frequently oppos-

ing, definitions of bilingualism. 

It is generally accepted that a bilingual speaker is someone who has competence in 

two languages. This, however, is the point at which scholarly agreement ends. This is so 

because speakers who have been referred to as bilingual differ substantially on many di-

mensions. One needs to remember that a great deal of heterogeneity already exists among 

members of monolingual populations, where significant differences are easily observable 

not only at the individual level, but also at various group levels. The situation is even more 

complex in the case of bilingual populations: here, the regular diversity is further enhanced 

as numerous factors come into play which are related to broadly understood circumstances 

of speakers’ second language acquisition and use. 

A number of scholars claim that these fundamental and inevitable differences have 

been overlooked or otherwise neglected by a substantial body of bilingualism research. 

Grosjean (2008: 10) notes that “[t]he ‘real’ bilingual has long been seen as the one who is 

equally and fully fluent in two languages” and points out that – working with this restrictive 

definition – researchers have missed out on a population that is not only large, but also crit-

ically relevant for bilingualism research. These speakers, who – due to their differential 

command of the two languages – have often been considered as “‘not really’ bilingual or 

(…) ‘special types’ of bilinguals” (Grosjean 2008: 11), in fact constitute “the vast majority” 

(Grosjean 2008: 10f.) of individuals who make use of two languages on a daily basis. 

Analysing why the restrictive definition of bilingualism has been so popular among 

scholars, Grosjean (2008: 10) notes that it is monolinguals that have by and large been the 

focus of, as well as the point of reference for linguistic inquiry, serving as “the models of 

the ‘normal’ speaker-hearer.” When one takes this into account, it comes as little surprise 
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that bilinguals have been perceived – and studied – as if they were, or ought to be, “two 

monolinguals in one person” (Grosjean 2008: 10). This, as Grosjean (2008) calls it, “mono-

lingual”, or “fractional” view of bilingualism is not only limiting, but also highly problem-

atic. For one thing, there is a sound body of research that has found major differences in 

how mono- and bilingual individuals understand and produce language (Schmid and Köpke 

2007: 3), and in how language is organised in their brains (Dehaene 1999).114 The other 

problem is no less fundamental, as it is of definitional nature: should we assume that the 

monolingual is a person who can neither utter nor understand a single word in any foreign 

language? It needs to be remembered that, as Bialystok (2001a: 1) points out, “[f]or adults, 

the idea of an ‘uncontaminated’ monolingual is probably a fiction.” A similar observation 

is made by Edwards (2006: 7), who writes that “there is no one in the world (no adult, an-

yway) who does not know at least a few words in languages other than the maternal varie-

ty.” It needs to be noted, though, that Edwards (2006) makes this point as an elaboration of 

his earlier, and rather controversial, claim that “[e]veryone is bilingual” (Edwards 2006: 7). 

Taking the above into account, one may consider it likely that different scholars would 

classify the same individual as being either – to paraphrase Bialystok (2001a: 1) – a “con-

taminated” monolingual, or a bilingual. 

The reasons for such discrepancies are many, but the most immediate one seems to 

be that researchers entertain largely different ideas as to what should count as a speaker’s 

competence in a given language. Edwards (2006: 7) points out that “[t]he question (…) is 

one of degree”, and perceives bilingualism in terms of a continuum. On the one end, he 

sees speakers such as his potential readers – having a native command of English, but fa-

miliar with several isolated foreign phrases, for example, “c’est la vie” or “guten Tag” 

(Edwards 2006: 7). Diebold (1961: 99) called such individuals “incipient bilinguals”, that is 

speakers whose competence in a foreign language was insufficient for the production of 

“complete meaningful utterances.” Proposing this definition, Diebold (1961) alluded to 

Haugen (1953), whose criterion for bilingualism was slightly stricter – according to Haugen 

(1953: 7), a speaker first needed to be able to “produce complete meaningful utterances in 

the other language” to be credited with bilingualism. Thus, under Haugen’s (1953) defini-

 
114 Perani and colleagues (2003: 180), who used functional MRI to study brain activation patterns of bilin-

guals, clearly state that “the bilingual brain cannot be viewed as the sum of two monolingual language sys-

tems, but rather considered as a unique and complex neural system which may differ in individual cases.” 
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tion, the speakers occupying the very beginning of Edwards’ (2006) continuum would not 

be considered bilingual. 

The situation at the opposite end of the continuum is far less controversial: this 

place is occupied by individuals who declare equal – and high – proficiency in two lan-

guages and cannot consider either to be dominant.115 Having “native-like control of two 

languages” (Bloomfield 1933: 56), these speakers are the only group that meets the re-

quirements of Bloomfield’s (1933: 56) classic definition of bilingualism. 

Having zoomed in on the continuum proposed by Edwards (2006) and given how 

many different conditions can easily be fitted in between its two end points, it comes as less 

of a surprise that there neither is, nor can be, a single definition of bilingualism. As Baetens 

Beardsmore (1982: 1) put it, the concept “has open-ended semantics”, and may, therefore, 

“mean different things to different people” (Bee Chin and Wigglesworth 2007: 3). A simi-

lar claim has been made by Cook (2002: 4), who postulates that “[t]he term ‘bilingual’ (…) 

has so many contradictory definitions and associations in popular and academic usage that 

it seems best to avoid it whenever possible.” The solution that he offers is to use the con-

cept of the L2 user instead. The L2 user is defined as “any person who uses another lan-

guage than his or her first language (L1), that is (…), the one learned first as a child” (Cook 

2002: 1), a definition similar to Haugen’s (1953) minimal view of bilingualism (Cook 

2002: 3). Here, “any use counts, however small or ineffective” (Cook 2002: 3), and it is 

probably therefore that “an L2 user can be almost anyone anywhere”, as Cook (2002: 2) 

himself notes. Thus, the concept of the L2 user does not seem to be more restrictive than 

that of bilingualism. 

How is it, then, that scholars conducting bilingualism research can refer and relate 

to the experimental results obtained by their peers, whose very definitions of the object of 

study may be distant from the one they have chosen to employ? 

 
115 Edwards (2006: 7) illustrates this point with an example which, as he admits, is actually a case of trilin-

gualism: he draws on the famous literary critic and philosopher Francis George Steiner, who speaks English, 

French and German, and considers himself to be equally fluent in all three languages. Interestingly, a diligent 

reader of After Babel, Steiner’s (1998) seminal work on translation, will find out that its author’s childhood 

linguistic experience was not limited to these – as he calls them – “three ̒ mother tongues’”, but also encom-

passed “[s]trong particles of Czech and Austrian-Yiddish”, beyond which, “like a familiar echo of a voice just 

out of hearing, lay Hebrew” (Steiner 1998: 121). 
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3.2.1. Major factors in bilingualism: On the need for precision 

Given that “there is no one definition of bilingualism” (Bee Chin and Wigglesworth 2007: 

3), it is critically important that researchers state their understanding of this concept when-

ever reporting their findings. Also, they should always provide exhaustive descriptions of 

the studied population. Bee Chin and Wigglesworth (2007: 4) list five major areas which 

need to be considered when discussing bilingualism, be it at individual or group level: these 

are “the degree of bilingualism”, “the age of acquisition”, “the context of bilingual lan-

guage acquisition”, “the domain of use”, and “social orientation”. Let us now have a look at 

each of these factors. 

3.2.1.1. The degree of bilingualism 

It has already been indicated in the opening sections of the current chapter that much of the 

discussion about who is, and who is not bilingual boils down to the problem of degree. The 

bone of contention is “the levels of linguistic proficiency a bilingual must achieve in both 

languages to be considered a bilingual” (Bee Chin and Wigglesworth 2007: 5). To address 

this problem in more detail, let us recall Edwards’ (2006) illustration: the continuum, at the 

ends of which were speakers with very different linguistic proficiencies. It has been dis-

cussed that the two extremes of the continuum do not exhaust the problem of bilingualism 

and that the array of different conditions related to this phenomenon is far wider. We will 

now take a closer look at these. 

It has been pointed out that one of the least restrictive definitions of bilingualism 

was proposed by Diebold (1961), whose notion of “incipient bilingualism” encompassed 

individuals familiar with only a few isolated phrases in a foreign language. As we remem-

ber, Haugen (1953: 7) would not have considered these speakers bilingual unless they were 

able to “produce complete meaningful utterances in the other language.” Given that a sim-

ple hello may count as a “complete meaningful utterance”, one may conclude that 

Haugen’s (1953) criterion for bilingualism was not much stricter than Diebold’s (1961). It 

needs to be pointed out here that these two authors were not the only ones who entertained 

such an inclusive or, as Baetens Beardsmore (1982) calls it, “minimalist” approach to bilin-

gualism. In a similar vein, Mackey (1962: 52) defined bilingualism as “the ability to use 
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more than one language”, while Weinreich (1953: 1) – as “the practice of alternately using 

two languages.” One can easily notice that these two definitions are far from precise, but 

also that they do not require that an individual should be particularly proficient in the sec-

ond language; basic comprehensibility seems to be sufficient for the speaker to be consid-

ered bilingual. 

A more nuanced, though not more restrictive, approach to defining bilingualism was 

taken by MacNamara (1966), who believed that such a complex phenomenon should not be 

discussed as a single capacity, but rather in terms of the four basic language skills: speak-

ing, reading, writing and listening. Interestingly, on MacNamara’s (1966) view it was suffi-

cient for an individual to have – or to retain – some second language ability in any of the 

four categories to be considered bilingual. 

As we remember, a very different approach was taken by Bloomfield (1933), ac-

cording to whom a speaker could only be credited with bilingualism if he or she had “na-

tive-like control of two languages” (Bloomfield 1933: 56). Such perfectionist views on bi-

lingualism have become known as “maximal” (Baetens Beardsmore 1982).116 An important 

question arises at this point: what happens between the two extremes – the minimal and 

maximal approaches to bilingualism? If we, once again, recall the continuum as put for-

ward by Edwards (2006), we can imagine an infinite number of points in between its two 

ends; here, each little dot would stand for a unique combination of a bilingual speaker’s 

proficiencies in the first and second language. With so many configurations possible, it is, 

naturally, impossible to describe all. Nevertheless, researchers have managed to pinpoint 

the most salient cases. Let us now have a look at a selection of bilingualism types as distin-

guished on the basis of speaker proficiency in L1 and L2. 

To keep our discussion orderly, let us first consider an important factor: the rela-

tionship between a bilingual speaker’s two languages. Looking from the most basic per-

spective, there are two major options: the speaker may or may not be equally competent in 

the two languages. If his or her “mastery of two languages is roughly equivalent” (Wei 

2000: 4), then we call such a speaker a “symmetrical bilingual”, or an “equi lingual”. Ac-

 
116 An important point needs to be made here that many scholars referring to Bloomfield (1933) fail to 

acknowledge; despite all the radicalism, this author was perfectly aware that his definition of bilingualism 

was by no means an absolute one: “[o]f course one cannot define a degree of perfection at which a good for-

eign speaker becomes a bilingual: the distinction is relative” (Bloomfield 1933: 56). This shows clearly that it 

is not only contemporary scholars who recognise “that there can be no clear cut-off points” (Hoffmann 2014: 

14) in the study of bilingualism. 
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cording to Wei (2000: 4), the same speaker could also be called a “balanced bilingual” or 

an “ambilingual”; however, not all authors subscribe to this view. The term “balanced bi-

lingual”, coined by Lambert, Havelka and Gardner (1959), first referred to individuals 

whose command of both languages was not only identical, but also perfect, and many re-

searchers still use it in this sense.117 Similarly, Halliday and colleagues (1970: 141) used 

the term “ambilingual” to describe speakers who were impeccably competent in the two 

languages spoken, regardless of the context of use. Thus, it appears that both Lambert and 

colleagues’ (1959) notion of “balanced bilingualism” and Halliday and colleagues’ (1970) 

concept of “ambilingualism” were very close to Bloomfield’s (1933) restrictive understand-

ing of bilingualism. A somewhat less controversial descriptor for such a speaker who has 

close to native competence in two languages is a “maximal bilingual” (Wei 2000: 5).118 A 

crucial, yet by no means pioneering, observation needs to be made at this point: while there 

are many speakers who function very well in both languages, it is almost impossible to find 

a speaker whose mastery of two languages would be absolutely identical. Baetens 

Beardsmore (1982), who shared Halliday and colleagues’ (1970) understanding of ambilin-

gualism, doubted the very existence of such individuals (Baetens Beardsmore 1982: 9). A 

related point was made almost two decades earlier by Fishman, who noted that even such 

speakers that “use both languages equally well (correctly), effortlessly and frequently” 

(Fishman [1968] 1972b: 78) tend to favour one language over the other in certain situa-

tions.119 It is, then, more realistic to assume that a bilingual speaker’s knowledge of two 

languages is rarely, if ever, equal. Such bilingual speakers who are more proficient in one 

language are often referred to as “dominant bilinguals”, and the language that they are less 

proficient in – as the “subordinate language” (Bee Chin and Wigglesworth 2007: 7).120 Let 

us now have a closer look at several types of bilinguals whose languages are not balanced. 

A situation in which an individual is at the beginning stage of bilingualism, and the 

second language has not been fully mastered, has already been discussed as incipient bilin-

 
117 This is pointed out in Baker (2001: 7), who highlights the discrepancy between the literal meaning of the 

word “balance”, which is that two phenomena are at an equal level – be it high or low, and the meaning typi-

cally used in bilingualism research, where it is often assumed that balanced bilinguals have “ʻreasonable’ or 

ʻappropriate’ competence in both languages” (Baker 2001: 7). 
118 To be precise, on Wei’s (2000: 5) definition the “maximal bilingual” is proficient in “two or more [empha-

sis mine, DJP] languages.” 
119 Hence Fishman’s ([1965] 1972a) concept of “domain” – according to this author, bilingual speakers ar-

range their languages into “functionally complementary spheres” (Bee Chin and Wigglesworth 2007: 7) 

whereby a given language is preferred over the other in particular situations or contexts. 
120 An important note here is that – as pointed out by Bee Chin and Wigglesworth (2007: 7) – “the term 

ʻdominance’ may not apply to all domains.” 
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gualism. Such a condition in which a speaker knows only a few expressions in the second 

language may also be referred to as “minimal bilingualism” (Wei 2000: 5). Sometimes, it 

may be the case that a bilingual speaker experiences interference from the first language 

when using the second one; a condition in which he or she limits the repertoire of grammat-

ical patterns to those familiar from the mother tongue is known as “subordinate bilingual-

ism” (Wei 2000: 5). 

A different situation takes place when an individual acquires second language abil-

ity at the cost of first language – this phenomenon is referred to as “subtractive bilingual-

ism” (Wei 2000: 5). A related situation, in which a speaker’s ability to use one of the lan-

guages slowly deteriorates, is termed “recessive” or “passive bilingualism”, and is typically 

caused by prolonged lack of language use (Bee Chin and Wigglesworth 2007: 7).121 Inter-

estingly, Wei (2000: 5) equates passive bilingualism with “receptive bilingualism”, 

“asymmetrical bilingualism” or “semibilingualism”, a condition in which an individual 

“understands a second language, in either its spoken or written form, or both, but does not 

necessarily speak or write it.” 

A phenomenon frequently juxtaposed with passive bilingualism is “active” or “pro-

ductive bilingualism”, which consists in “productive use of two languages” (Bee Chin and 

Wigglesworth 2007: 8). A related term is “functional bilingualism”, denoting a speaker’s 

ability to function in two languages “with or without full fluency for the task in hand” (Wei 

2000: 5). What is noteworthy, it does not matter here whether the speaker is more proficient 

in one language than he or she is in the other; all that matters is such ability that is suffi-

cient for the individual to function in both languages. Thus, one may postulate that the no-

tion of active, productive or functional bilingualism evades the balance/dominance criteri-

on. 

Interestingly, the same holds true for two terms which can be used to describe a 

condition that is directly opposite to the one delineated above. “Semilingualism”, or “lim-

ited bilingualism” (Cummins 1994), refers to the situation of an individual “with insuffi-

cient knowledge of either language” (Wei 2000: 5). Here, too, the definition does not make 

it clear whether the speaker’s abilities in the two languages are equal – or equally insuffi-

cient, to be precise. The only criterion is that the mastery of both languages is lacking. 

 
121 A related phenomenon is “dormant bilingualism” – the term pertains to individuals who have moved 

abroad and therefore have little chance to use their mother tongue (Wei 2000: 5), which is as if asleep. 
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3.2.1.2. The age of acquisition 

Another issue that is typically brought up in discussions of bilingualism is the age of lan-

guage acquisition. Initially, the role of this factor has been studied by researchers interested 

in first language acquisition, who wanted to verify the critical period hypothesis. The view, 

advanced by Penfield and Roberts (1959) and popularised by Lenneberg (1967), postulates 

that there is a maturational constraint on an individual’s ability to fully acquire a language. 

In other words, there is a period in the development of every human that is optimal for his 

or her learning of a language; this period is claimed to end at puberty. Unless the individual 

acquires the language by this time, he or she will not be able to attain full linguistic profi-

ciency later in life. Although initial evidence in support of the hypothesis came largely 

from individuals such as aphasic patients striving to recover their impaired first language 

ability (Abello-Contesse 2008), researchers were interested in the problem of whether simi-

lar constraints exist for the acquisition of a second language.122 

As Hakuta and colleagues (2003: 31) point out, “[t]he claim that there is an age-

related decline in the success with which individuals master a second language is not con-

troversial.” Numerous studies have been conducted into this problem, employing a variety 

of different measures of linguistic competence such as grammaticality judgements or lan-

guage production tasks, and the general conclusion has been that there is a relationship be-

tween the age at which an individual first receives linguistic input in the second language, 

and his or her ultimate attainment of it. The typical pattern of results has been that the 

younger a given participant had been at the time of the first exposure to L2, the greater his 

or her achievement has been on an experimental task probing L2 competence (Oyama 

1976; Patkowski 1980; Johnson and Newport 1989; Newport 1990; Johnson 1992; Patkow-

ski 1994). Particularly pronounced facilitative effects of early acquisition have been found 

 
122 For instance, Lenneberg (1967), to whom we owe the formulation of the critical period hypothesis, and 

who was the most prominent advocate of the view, based his arguments on two major types of evidence: “(1) 

recovery from traumatic aphasia, lateralization of speech function and hemispherectomy, and (2) Down’s 

syndrome children” (Hurford 1991: 160). On the other hand, it needs to be remarked that Lenneberg (1967: 

141) did (albeit in passing) address the problem of “wolf children” (also known as “feral”, or “wild children”) 

– individuals who have spent their earliest years in isolation from human contact and hence have not received 

linguistic input before the critical period. Because of their circumstances, wolf children have been viewed as 

carrying great potential for verifying the critical period hypothesis. It needs to be remembered, though, that 

the study of these individuals is fraught with major methodological problems, as extreme social isolation has 

long been known to have highly detrimental, if not devastating, effects on human intellectual ability (Davis 

1940). A population whose study is less problematic and comparably revealing are deaf children learning 

American Sign Language. 
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for phonology123 (Flege 1991; Thompson 1991; Flege and Fletcher 1992); specifically, a 

number of studies have demonstrated that children who started learning their second lan-

guage in early childhood – especially before the age of 6 – did not speak with a measurable 

foreign accent124 (Flege 1991; Flege and Fletcher 1992). 

The variability with which people acquire the different aspects of a second language 

was one of the factors which have led researchers to consider the possibility that – instead 

of a single critical period that simultaneously applies to all language areas – several critical 

periods may operate, each affecting a different set of linguistic abilities. Among the propo-

nents of this view were Seliger (1978) and Walsh and Diller (1981). Yet another version of 

Lenneberg’s (1967) critical period hypothesis is the sensitive age hypothesis, according to 

which “we have a superior language learning capacity early in life which will disappear or 

decline with maturation” (Bee Chin and Wigglesworth 2007: 12). Here, again, puberty is 

claimed to mark the end of the sensitive age. It needs to be remembered, though, that em-

pirical findings addressing this problem are not unequivocal. Long (1990), who analysed 

first and second language research for developmental differences in various aspects of ac-

quisition, postulates that “the rate of development of what was learned was faster in (…) 

late starters than in normal children” (Long 1990: 259).125 The explanation that he offers 

 
123 Here, an interesting point has been made by Scovel (1988), who argues that phonology is the only aspect 

of language whose acquisition involves a critical period. To substantiate this claim, Scovel (1988) describes 

what he calls the “Conrad phenomenon”. The term refers to the famous Polish-born writer Józef Teodor Kon-

rad Korzeniowski, better known as Joseph Conrad, “increasingly regarded as one of the greatest English nov-

elists” (“Joseph Conrad” 2015). Conrad’s example is interesting because his perfect mastery of the English 

language in its written form contrasted with his pronunciation, marked by a strong foreign accent. As a com-

mentary on this, Scovel (1988: 65) draws on Gerard’s (1967) biography of Conrad, according to which “so 

thick was Conrad’s Polish accent that he was too embarrassed to follow the tradition of some other famous 

authors in England, like Dickens, and go to America on a lucrative lecture circuit” (Scovel 1988: 65). 
124 This should not be taken to mean that individuals who begin to learn a second language after the age of six 

will inevitably speak with a strong foreign accent. In the study by Bongaerts and colleagues (1997), short 

speech samples provided by highly successful Dutch late learners of English were subjected to a nativelike-

ness rating performed by experienced (phoneticians or EFL teachers) and inexperienced native British Eng-

lish judges. It was found that the scores obtained by some of the learners “were comparable to the ratings 

assigned to the native speaker controls” (Bongaerts et al. 1997: 462). A related point was made earlier: Scovel 

(1988: 181) predicted that there could exist “superexceptional language learners”, by which he understood 

adults able to “learn a foreign language well enough after puberty to be misidentified as native speakers on a 

tape.” 
125 Among these late starters, Long (1990: 259) lists “Isabelle, Genie, [and] Jim”, children whose stories have 

become landmark cases in psycholinguistics. Both “Isabelle”, studied by Mason (1942), and “Genie”, studied 

by Curtiss (1977), were feral children – raised in extreme isolation, with little, if any, human contact (“Isa-

belle” was less unfortunate in this respect). “Jim”, in turn, studied by Sachs and colleagues (1981), was 

brought up by deaf non-signing parents. Because of their circumstances, these children had not received lin-

guistic input early in life (for Genie, this was as long as thirteen years). When these children were found, they 

had to be taught language, which they were, but with varying degrees of success. Discussing the empirical 

findings concerning the linguistic attainment of “Isabelle”, “Genie” and “Jim”, it is important to remember 
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for this is that the cognitive skills available at the onset of acquisition are more advanced 

for older learners than they are for young learners. On the other hand, Long (1990: 259) 

does admit that “the rate advantage”, as he calls it, “does not falsify the sensitive period 

hypothesis.” In order to do so, he posits, one would need empirical data concerning the 

ultimate attainment of a second language.126 

Such data are available. For instance, Birdsong (1992), apart from observing “an 

apparent advantage conferred by early immersion in the target language”, has also noted 

that “there are individuals who began L2A [second language acquisition] as adults and yet 

demonstrate attainment of native norms” (Birdsong 1992: 742). One of the two groups that 

participated in his study were English native speakers who were first exposed to French at 

or post puberty (the range was between 11 and 28 years), and nevertheless became near-

native speakers of French. A further study, conducted by Birdsong and Molis (2001), 

showed that out of 32 native speakers of Spanish who were classified as “late arrivals” – 

that is, whose age of arrival in the United States was seventeen or more – four reached over 

95% accuracy on the L2 task, including one whose performance was such that it fitted 

within the mean range achieved by the native speakers of English tested by Johnson and 

Newport (1989).127 Drawing on these data, one needs to remember that, apart from the age 

of exposure, there is a number of other factors that further impact the learning outcome; 

this holds particularly true for mature learners. Among these factors, Bee Chin and Wig-

glesworth (2007: 13) list “aptitude, attitude, identity and motivation”, and highlight the role 

played by two: motivation and attitudes. Indeed, numerous studies have confirmed that 

these factors have a strong influence on the final linguistic attainment of an individual (Dö-

rnyei and Clément 2001; Gardner 2001; Masgoret and Gardner 2003). A further area of 

importance that is pointed to by Bee Chin and Wigglesworth (2007: 13) comprises various 

contextual determinants, including the amount of exposure to the second language that a 

given individual receives. Discussing the role of this factor, the authors refer to the results 

obtained by Birdsong and Molis (2001), where second language use was “a strong predictor 

 
that all three were first language learners, and therefore their experiences are difficult to compare with those 

of second language learners. 
126 Long (1990: 255) was straightforward on this issue: “a single learner who began learning after the peri-

od(s) closed and yet whose underlying linguistic knowledge (…) was shown to be indistinguishable from that 

of a monolingual native speaker would serve to refute the [hypothesis].” 
127 The study by Birdsong and Molis (2001) was a replication of Johnson and Newport’s (1989). As the repli-

cation did not involve native speakers of English, its authors compared the scores obtained by their non-native 

participants with those of the natives sampled by Johnson and Newport (1989). 
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of performance” (Birdsong and Molis 2001: 247) – a finding that was consistent for all in-

dividuals who participated in their study. 

Drawing on the empirical data available on the sensitive period, one needs to re-

member that these should be interpreted with caution. Bee Chin and Wigglesworth (2007: 

13) point out that many of the studies into the critical period hypothesis have been conduct-

ed with a tacit assumption that the concept of “native-speakerness” is a stable one. In these 

studies, participants were supposed to gauge how native the linguistic output (a piece of 

writing or a speech sample) of a second language learner was. Such assessments can only 

be considered generalisable if people share a common understanding of what it means to be 

a native speaker – this, however, is not the case, as it is not only naïve language users, but 

also linguists who entertain largely different ideas about the essence of this concept 

(Paikeday 1985; Kachru 1987; Rampton 1990; Davies 1991, 2003; Bonfiglio 2010). Hence, 

precise and detailed information is needed about the individuals who comprise the experi-

mental and control groups in such studies. In this context, terms such as “early” and “late 

bilinguals” are often employed to refer to individuals who have acquired the second lan-

guage “early in childhood” and “later than childhood” (Wei 2000: 5), respectively; it needs 

to be remembered, though, that when used by different researchers, these labels do not need 

to denote exactly the same ages. 

Striving for greater precision, certain authors use more detailed denominations; for 

instance, Haugen (1956) employed as many as four terms to refer to the different ages of 

bilingual language acquisition: “infant”, “childhood”, “adolescent”, and “adult bilingual-

ism”. Interestingly, on his understanding, “infant bilingualism” entailed acquiring two lan-

guages at the same time – a phenomenon commonly referred to as “simultaneous bilingual-

ism”, whereby the “two languages are present from the onset of speech” (Wei 2000: 5).128 

“Childhood bilingualism”, on the other hand, was used by Haugen (1956) to refer to “the 

establishment of a second language during the early school years, after the first has been 

learned in the family” (Haugen 1956: 73) – a situation that is more commonly termed “se-

quential” or “successive bilingualism” (Lanza 2004: 11). It needs to be remembered that 

authors differ with regard to how they understand and use these terms, and the differences 

 
128 An interesting point concerning simultaneous acquisition has been made by Davies (2003: 210), who notes 

that it constitutes a clear case in which both languages spoken by a bilingual individual can be considered 

L1s. It needs to be noted, however, that Davies (2003) does not use Haugen’s (1956) terminology here, as he 

writes about “childhood” (and not “infant”) bilingualism to refer to the possibility of simultaneous acquisi-

tion. 
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are such that even the line between “simultaneous” and “sequential” bilingualism is far 

from being clear-cut.129 Despite the many inconsistencies that the study of age effects is 

laden with, the problem has been among the most prominent areas of inquiry within second 

language acquisition research (Montrul 2008: 1). 

3.2.1.3. The context of bilingual language acquisition 

In the previous section, we have discussed the impact that age has on the linguistic attain-

ment of a bilingual individual. Another important factor that bears upon one’s mastery of 

the second language is the context in which it has been acquired. 

Bee Chin and Wigglesworth (2007: 10) list several possible contexts of bilingual 

language acquisition – these include “home, (…) school or university, (…) working envi-

ronment, (…) [and] travel to, or residence in a foreign country.” The authors point out that 

within each of these areas, there are a few variables that make the experience of every bi-

lingual unique. To illustrate, two speakers, both of whom have acquired their languages in a 

domestic setting, may (and most probably will) differ with regard to when they first had 

contact with the second language and how the language was used: how often, with whom, 

an in what circumstances. Given that such differences operate across all contexts, Bee Chin 

and Wigglesworth (2007: 10) postulate that when researching bilingualism, one should 

work from the premise that “no bilinguals have the same experience even though their pro-

files may be similar.” 

3.2.1.4. The domain of use 

In the literature, a number of denominations are used which help researchers to describe the 

bilingual experience of the individuals that they study. One of the common differentiations 

is that between “primary” and “secondary contexts” of language acquisition (Bee Chin and 

Wigglesworth 2007: 10). To illustrate the meaning of these terms, let us imagine two dif-

 
129 The criterion proposed by McLaughlin (1978), who set the demarcation line between simultaneous and 

sequential bilingualism at three years of age, has gained wide acceptance among researchers (Lanza 2004: 

11), but is not universally recognised. 
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ferent bilingual children. One child has picked both languages up at home, without receiv-

ing any formal instruction – the linguistic input was provided naturally, by the child’s par-

ents and siblings. This is an example of a primary context of acquisition. The second child, 

in contrast, has acquired one of the languages at school – that is, in a formal setting, with 

the aid of a teacher who structured and monitored the learning process. This is an example 

of a secondary context. If we now take a closer look at the experience of the second child, 

we will find an interesting aspect to it: the two languages known by the child have been 

acquired in very different circumstances – one in a naturalistic, and the other in a formal 

setting. This difference is at the heart of another important distinction: that between “natu-

ral” and “school bilingualism” (Bee Chin and Wigglesworth 2007: 10).130 Apart from these 

two, Skutnabb-Kangas (1981) also distinguishes “cultural bilingualism” – a type that is 

closely related to school bilingualism, but more readily employed with reference to adult 

individuals who decide to learn a new language because of work, travel or similar reasons 

(Skutnabb-Kangas 1981: 95f.). 

If we now go back to our initial distinction – that between primary and secondary 

contexts, we will find that these can be divided into further subtypes. To illustrate, Bee 

Chin and Wigglesworth (2007: 11) write about two configurations that are possible within 

the primary context. The first of these is a “naturalistic fused setting”, which refers to a 

situation in which a bilingual child receives input in both languages in the same situation – 

for example, when both the mother and father use two languages with their child. If, how-

ever, each of the parents consistently uses only one language with the child, then such a 

setting is referred to as “naturalistic separate”. This situation is sometimes described as the 

“one-parent, one-language model” (Bee Chin and Wigglesworth 2007: 11). It is important 

to note here that the “division line” may also operate for speakers other than the parents, 

such as sisters and brothers, friends, or grandparents (Bee Chin and Wigglesworth 2007: 

11). Moreover, it may also be the case that the bilingual child decides which language to 

use depending on the physical surroundings, and not on his or her interlocutor(s): Bee Chin 

and Wigglesworth (2007: 11) illustrate this with an example of the young individual stud-

ied by Ginsberg (1996). In her thesis, this author described a child who consistently used 

 
130 Discussing this dichotomy, Skutnabb-Kangas (1981) points out that the opposite of natural bilingualism 

should actually be termed “unnatural bilingualism” – a label that would “reflect how difficult people find it to 

learn a language by formal tuition”, or “how ̒ unnatural’ adults sound when speaking a foreign language with 

an accent” (Skutnabb-Kangas 1981: 95). Nonetheless, she sticks with the label “school bilingualism”. 
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Spanish whenever speaking to the parents in the domestic environment, and English when-

ever speaking to them outside. 

Discussing the various contexts in which bilingual language acquisition takes place, 

researchers may also employ another helpful opposition – that between “circumstantial” 

and “elective bilingualism”, proposed by Valdés and Figueroa (1994).131 The first term 

refers to individuals who learn a foreign language because of necessity – without knowing 

the second language, they would not be able to function on a daily basis. Baker (2001: 3) 

illustrates this with the example of Latino immigrants in the United States of America: 

these speakers’ first language is not an adequate medium if they are to perform all their 

everyday activities and responsibilities within the society around. Learning the language of 

this society is, therefore, necessary. In such cases, there is always a risk that the second 

language may take the place of the first, replacing it (Baker 2001: 3f.). The situation of 

elective bilinguals is very different: for them, learning the second language is not a matter 

of survival, but of choice. They have a certain degree of freedom here, and the decision to 

take up a second language may be dictated by various reasons: for instance, an individual 

may start learning the native language of his or her partner, or a child may attend foreign 

language classes at school (Bee Chin and Wigglesworth 2007: 12). Importantly – as point-

ed out by Baker (2001: 3) – elective bilinguals are typically speakers of majority languages, 

and their learning of a new one does not lead to a loss of linguistic ability in the mother 

tongue. 

A related distinction has been proposed by Fishman (1977), who differentiates be-

tween “elite” and “folk bilinguals”. The former can be considered similar to Valdés and 

Figueroa’s (1994) elective bilinguals: they are majority language speakers who, additional-

ly, have competence in a foreign language – a skill that is related to greater prestige. Folk 

bilinguals, in contrast, are similar to circumstantial bilinguals: they are individuals who 

speak a minority language, which does not enjoy a prestigious status in their area of resi-

dence (Butler and Hakuta 2006: 118). 

3.2.1.5. Social orientation 

 
131 Bee Chin and Wigglesworth (2007: 12) note that this distinction – although useful – is not commonly used. 
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In our discussion of the various terms that are used to describe the context of bilingual lan-

guage acquisition, we have already come across two distinctions that are directly related to 

another factor of importance: social orientation. Indeed, the status of one’s first language, 

or the prestige that it has within one’s society is at the heart of the “elective/circumstantial” 

and “elite/folk” oppositions. It must be remembered, however, that the impact that various 

social factors have on bilingualism is both greater and more complex than that. 

Bee Chin and Wigglesworth (2007: 16) write about two fundamental distinctions 

that need to be made if one is to have a complete picture of the problem. The first distinc-

tion refers to the type of context in which bilingual speakers function: here, one option is 

that the context is mono- or bilingual, and the other is that it is multilingual. The second 

distinction refers to the degree of assistance – “infrastructure and administrative support in 

terms of funding and recognition” (Bee Chin and Wigglesworth 2007: 16) – that is availa-

ble for bilingual contexts; such support may be either ample or scant. If the two above dis-

tinctions are overlaid and analysed together, different combinations will obtain. Let us have 

a look at a few examples. 

Bee Chin and Wigglesworth (2007: 16) note that a large number of bilingual indi-

viduals function in a society whose dominant language is different from the one that these 

speakers use at home. As the children of such individuals start formal education, they typi-

cally begin to learn the official language of their country of residence. More often than not, 

these children receive little, if any, institutionalised help and encouragement to maintain 

their linguistic ability in the mother tongue.132 Hence, their learning of a second language is 

very often accompanied by a decrease in, or even loss of, first language ability. The situa-

tion in which the acquisition of a new language takes place at the cost of the first one is 

often referred to as “subtractive bilingualism” – a term proposed by Lambert (1974) to de-

scribe the situation of members of “many ethnic minority groups who because of national 

educational policies and social pressures of various sorts are forced to put aside their ethnic 

language for a national language” (Lambert 1974: 26).133 Bee Chin and Wigglesworth 

(2007: 16) point out that the label has often been employed with negative overtones, and 

recommend “differential bilingualism” as a less bias-inducing term: “[i]nstead of a simple 

 
132 Drawing on Clyne (2005), Bee Chin and Wigglesworth (2007: 16) write about Australia as a country 

which offers some degree of assistance for bilingual children who want to maintain their first language: for 

instance, “up to 47 languages are accredited for the end of high school examination.” Also, bilingual children 

can attend a government School of Languages on Saturdays. 
133 Note that the term has already been touched upon in section (3.2.1.1). 



 124 

replacement of L1 by L2, differential bilingualism highlights the differential development 

of the bilingual’s first and second language.” In addition, the term may also apply to situa-

tions in which the languages used by the bilingual individual differ with regard to status 

(Bee Chin and Wigglesworth 2007: 17). 

It needs to be pointed out here that the status of a language in a given society is a 

very important factor that shapes speakers’ attitudes towards their bilingualism. To explore 

this point, let us now imagine a bilingual individual competent in a standard language and 

think about the possible status of his or her other language. Apart from the standard lan-

guage, the speaker may be also competent in an unrelated non-standard language or dialect, 

in which case we would speak of “diagonal bilingualism” (Wei 2000: 4), or in “a distinct 

but related language or dialect”, in which case we would speak of “vertical bilingualism” 

(Wei 2000: 5). Regardless of the distance between the two languages, if one of them is as-

sociated with low prestige, it may be the case that a bilingual individual will try to conceal 

his or her competence in that language. This phenomenon, pointed to by Sawyer (1978) and 

labelled by her as “covert bilingualism”, is common in societies “where a minority group, 

under the pressure of social stigma, undergoes a process of assimilation to the majority 

group’s language and in the quest for upward social mobility will conceal the cultural at-

tributes as well as the language of origin” (Baetens Beardsmore 1982: 22). 

The situation is different if the two languages spoken by the individual have “a 

similar or equal status”, a phenomenon referred to as “horizontal bilingualism” (Wei 2000: 

5). This is typically the case in multilingual societies, which often pursue such policies that 

officially support employing more than one language in the public domain; this also per-

tains to areas such as education (Bee Chin and Wigglesworth 2007: 17). In such facilitative 

contexts, one’s second language ability does not lead to a decrease in first language ability. 

Such speakers have been termed “additive bilinguals” (Lambert 1974), and their languages 

can be said to “combine in a complementary and enriching fashion” (Wei 2000: 4). The 

bilingualism of these individuals is generally perceived as an asset that substantially im-

proves their life prospects (Bee Chin and Wigglesworth 2007: 17). 
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3.2.2. Other factors 

In the previous sections, we have introduced the five factors that can be considered “crucial 

departure points” (Bee Chin and Wigglesworth 2007: 18) for any discussion of bilingual-

ism. It is vital to stress at this point that these variables are by no means the only ones that 

shape the way in which a given individual experiences his or her bilingualism; in their 

analysis of this problem, Bee Chin and Wigglesworth (2007: 18) enumerate several other 

areas of importance, such as “self-identity, attitude towards the community, demographic 

factors and hypothetical mental organization of the two languages.” It needs to be remem-

bered, though, that apart from these variables, there are many more, and each may shed 

new light on the topic in question. 

Given the many factors that are at play here, one cannot but agree with Hoffmann 

(2014: 14) that “[t]he most salient feature of bilingualism is that it is a multi-faceted phe-

nomenon.” This, however, is not to say that it is a phenomenon that “defies categorization” 

(Bee Chin and Wigglesworth 2007: 18): the five descriptors discussed above are instrumen-

tal in creating detailed characterisations of the studied individuals and populations – and 

this, in turn, is the starting point for any attempt at empirical exploration of bilingualism 

(Bee Chin and Wigglesworth 2007: 18). 

3.3. The costs and rewards of bilingualism 

One of the long-standing issues in second language acquisition research has been the ques-

tion of the costs and rewards of bilingualism. Here, authors and empiricists have been par-

ticularly interested in how the alternate use of two languages affects the cognitive devel-

opment of children.134 Interestingly, a clear demarcation line can be drawn between the 

findings of initial and contemporary empirical reports in this area; before going into these, 

however, it needs to be pointed out that – despite the long history of the phenomenon of 

bilingualism – it is only at the dawn of the twentieth century that its effects have become 

the subject of a heated debate.135 Fitzgerald (1993: 35), in her review of the historical ap-

 
134 In our discussion of the advantages and disadvantages of bilingualism, we will refer to the more general 

sense of the term, as proposed by Weinreich (1953) and Mackey (1962). 
135 After all, it is “as old as the first occurrence in human history of mutually understood traffic between two 

peoples speaking different languages”, as noted by Arsenian (1945: 66). 
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proaches to bilingualism in the United States of America, notes that bilingualism enjoyed 

“generalised acceptance”, and “perhaps even embracement” over a considerable period 

extending “[f]rom pre-colonial times to the late 1800s” (Fitzgerald 1993: 35). Bee Chin and 

Wigglesworth (2007: 56) point out that the issue of the potential negative consequences of 

bilingualism entered scholarly discourse in the middle of the nineteenth century, when Wil-

helm von Humboldt (1767-1835) expressed his view that monolingualism constituted the 

only way to ensure the maintenance of the core of every human language (Bee Chin and 

Wigglesworth 2007: 56). After all, he claimed, to master a second language meant, at least 

to some degree, “to acquire a new standpoint in the world-view hitherto possessed” (von 

Humboldt [1836] 1999: 60). Such acquisition, however, can never be fully – i.e. “purely 

and completely” (von Humboldt 1999: 60) – attained, as one can only build upon earlier 

experience: one’s “own world-view, and even (…) language-view”, as von Humboldt 

(1999: 60) puts it. It follows from the above that, with the acquisition of a foreign language, 

one’s “world-view” and, more importantly, “language-view” cannot remain unaffected. 

Bee Chin and Wigglesworth (2007: 56) note that despite Humboldt’s excessively 

positive view of monolingualism, it is not his work that led to the massive critique of bilin-

gualism that followed. What was instrumental in fuelling the argument against bilingualism 

was the outcome of the first empirical studies into the problem: “the ʻhard’ evidence from 

social science”, as Bee Chin and Wigglesworth (2007: 56) ironically refer to it.136 

3.3.1. Early reports 

The unequivocally negative opinions of the cognitive effects of bilingualism which were 

voiced by the authors of initial scientific reports into the problem have been subjected to 

many an extensive analysis, and yet, it appears to the present author that no review has 

managed to convey the sentiments of those early authors better than they did themselves. 

To illustrate, let us recall a quote from Goodenough (1926), who – having analysed the 

results of several earlier studies – entertained the possibility that “the use of a foreign lan-

guage in the home is one of the chief factors in producing mental retardation as measured 

 
136 It needs to be remembered that the time when these early studies were conducted – 1920s – was preceded 

by several decades during which “English-only sentiments grew markedly” in the United States of America 

(Fitzgerald 1993: 35) and in England. In the period between 1880 and 1920, bilingualism was blatantly at-

tacked and criticised (Fitzgerald 1993: 35). 
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by intelligence tests” (Goodenough 1926: 393). Goodenough’s (1926) view of the effects of 

bilingualism was not an isolated one – her contemporaries held similar opinions. Moreover, 

such claims were not uncommon in the decades to follow. Diebold (1966), who remarked 

upon the “collective sentiment” towards bilingualism in the United States forty years later, 

thus summarised the views commonly held by American educators: “bilingualism (…) is a 

damaging experience for the child, one which poses hurdles to the child’s intellectual de-

velopment and later emotional adjustment” (Diebold 1966: 1f.).137 All of these was sup-

posed to be caused by – as Diebold (1966: 2) aptly put it – “the simple fact of ʻhaving too 

much in one’s head’”: it was believed that early exposure to two languages caused “a dele-

terious conflict” in the child, which in turn led to an intellectual disadvantage. 

The studies which fuelled such claims as those above were conducted in the 1920s, 

and – as pointed out by Bee Chin and Wigglesworth (2007: 56) – “were crucial in influenc-

ing decades of subsequent research.” Among these early explorations is the large-scale 

study conducted by Saer (1923), who examined nearly 1400 children and over 600 univer-

sity students coming from rural and urban areas in Wales. The first of the two groups com-

prised – as the author put it – “bilinguists” and “monoglots” between the ages of 7 and 11. 

These participants were individually tested on a series of tasks, one of which was an intelli-

gence quotient (IQ) test. Drawing on the obtained data, Saer (1923) came to the conclusion 

that monolingual children from rural areas demonstrated “a considerable superiority over 

bilingual children” which he deemed to be “of a permanent nature since it was seen to per-

sist in students throughout their university careers” (Saer 1923: 38). Although the IQ test 

yielded a different pattern of results in the urban participant group, where the difference 

between the mono- and bilinguals was – as Saer (1923: 38) himself put it – “inconsidera-

ble”, he nevertheless posited that “mental confusion [wa]s seen to exist in bilingual chil-

dren” such that was greater in degree than that of their monolingual peers. The author sup-

ported this claim with the results of dextrality tests and of the singing exercise, one of the 

rhythm tests, in which the monolingual children again demonstrated “a consistent superiori-

ty over the bilinguals” (Saer 1923: 38). It is important to note at this point that not all of 

Saer’s results were in support of the view that bilingualism only had negative consequenc-

es. For instance, it was found in the study that bilingual children at the ages of 7, 9 and 10 

 
137 Importantly, Diebold (1966) does not fail to observe that the holders of this belief constitute the very body 

which has to tackle “the practical problems” of working with a population containing “a sizeable number of 

bilingual children” (Diebold 1966: 1). The implication here is that the task of dealing with these “practical 

problems” could have influenced the outlook of the parties responsible for it. 
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performed better than did their monolingual counterparts on the tapping exercise – one of 

the rhythm tests in which participants were supposed to tap out rhythms that were shortly 

before presented to them auditorily. Interestingly, it took Saer (1923) only eleven words to 

report this finding – he did not explore it any further, and neither did he make reference to 

it in the concluding section of his article.138 

This negligence, however, is not the only flaw of Saer’s (1923) study; the explora-

tion has several methodological problems which seriously undermine the validity of the 

obtained results, and which can be considered highly symptomatic for many empirical ex-

plorations of bilingualism that were conducted in his day.139 Bee Chin and Wigglesworth 

(2007: 56) note that the problems appear as early as Saer’s (1923) sampling procedure. The 

mono- and bilingual children who participated in the research fundamentally differed with 

regard to their social status: the researcher “was comparing middle-class monolingual chil-

dren with working-class bilingual children” (Bee Chin and Wigglesworth 2007: 56), a prac-

tice which must have biased the obtained results.140 Moreover, the bilingual participants 

constituted a highly heterogeneous group: “[a]ll stages of bilingual efficiency were met 

with” (Saer 1923: 26). Another problematic area is the test material employed by Saer 

(1923). Here, the reservations concern both the choice and the form of the particular tasks. 

Firstly, it is difficult to determine what it exactly is that some of Saer’s (1923) tests meas-

ured, for they often required the engagement of many – and, sometimes, quite distant – 

abilities.141 It is, then, highly dubious whether one’s performance on such experimental 

 
138 What follows is a hasty constatation that the monolingual children were “superior at each year of age” 

when the rhythms were presented and repeated by singing to “laa” (Saer 1923: 29). 
139 Some of the methodological problems that were characteristic of these first works were pointed to quite 

early – for instance, it is already in 1930 that McCarthy (1930) wrote about the role of social status as a varia-

ble that could affect performance. A similar point was made 30 years later by James (1960) and Jones (1960), 

who stressed “[t]he importance of a thorough examination of socio-economic factors in any comparative 

study of monoglot and bilingual children” (Jones 1960: 71). 
140 Socio-economic status [henceforth SES] is “one of the most widely studied constructs in the social scienc-

es” (Bradley and Corwyn 2002: 371), and such that has been shown to affect numerous areas of an individu-

al’s life. Its effects begin to operate already before birth, and persist into adulthood, influencing one’s health, 

as well as “cognitive, and socioemotional outcomes” (Bradley and Corwyn 2002: 371). Given this, the differ-

ence in the SES of Saer’s (1923) participants should be considered a variable that this author has failed to 

account for, and as such, it is likely to have confounded the obtained findings. 
141 Bee Chin and Wigglesworth (2007: 57f.) note that it is currently widely agreed that IQ tests “do not meas-

ure innate abilities”, but – rather than that – “contain inherent cultural bias” which is likely to negatively af-

fect the scores obtained by bilingual children. Moreover, these authors further point out that traditional IQ 

tests tap exclusively one type of thinking: convergent thinking, which consists in finding only one correct 

answer following an analysis of several problems in succession. Divergent thinking, which is about providing 

multiple solutions to a problem, and which “has been linked with creative intelligence”, is an important skill 

that traditional IQ tests altogether omit (Bee Chin and Wigglesworth 2007: 58). 
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tasks can be representative of one’s cognitive ability. Secondly, some of the materials used 

by Saer (1923) were his own translations of standard questionnaires that were popular in 

his day, a procedure that “is known not to produce accurate results” (Bee Chin and Wig-

glesworth 2007: 56). Despite these pronounced methodological weaknesses, a number of 

studies – both conducted in the 1920s and in the following decades – yielded results that 

were very similar to those obtained by Saer (1923). Among these is the research by Pintner 

and Keller (1922), who tested the intelligence of over a thousand children in Youngstown, 

Ohio. The participants were attending either the local kindergarten, or the first or second 

grade at one of the three local schools. A considerable percentage of the studied population 

was made up by children of “foreign parentage”, who “heard only a foreign language in 

their homes” (Pintner and Keller 1922: 214). Among the goals of the study was to explore 

the impact of – as the authors put it – “this language handicap” (Pintner and Keller 1922: 

214) on the children’s performance on the Binet intelligence scale.142 To this end, Pintner 

and Keller (1922) compared the scores obtained by the “foreign” children with those ob-

tained by their English-speaking peers. The results demonstrated that the children who were 

native speakers of English achieved “significantly higher” (Pintner and Keller 1922: 215) 

results than did their “foreign” peers – a finding that is not surprising given the fact that the 

test was administered in English.143 

Bee Chin and Wigglesworth (2007: 57) note that in the period between 1922 and 43, 

it was common practice to use IQ scores of different types in order to assess the cognitive 

development of bilingual individuals. Importantly, a number of these tests were language-

based, which meant that one’s performance on the tasks relied heavily on his or her com-

mand of the language of the test. Here, bilingual individuals – especially those who were 

not particularly fluent in their second language – were at a clear disadvantage. In tests that 

did not require reliance on language, however, bilinguals tended to score just as well as did 

monolinguals. The importance of the language in which the testing was carried out was 

already – albeit not directly – hinted at by Pintner and Keller (1922: 222), who noted in the 

 
142 To be precise, the test material employed by Pintner and Keller (1922) was “a revision of the Binet Test 

which was prepared (…) by members of the Children’s Service Bureau of (…) [Youngstown], and which 

showed a correlation of 97 with the Stanford Revision of the Binet Test” (Pintner and Keller 1922: 214). The 

rationale for choosing this version of the test over the Stanford Revision was that the latter would have taken 

too much time to administer. 
143 It needs to be pointed out here that Pintner and Keller (1922) did not perform any statistical analysis on the 

gathered data, but only compared the average and the median for the two groups of children, and therefore 

“significance” as used by these authors has a different meaning than the one used in contemporary research. 
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conclusion to their paper that “children, who hear[d] a foreign language at home, test[ed] 

lower as a rule when given the revisions of the Binet Test than when given tests which re-

quire a minimum knowledge of English.” The point was made clear by Barke (1933), who 

wrote that “under conditions of bilingualism, intelligence tests of a non-verbal nature 

should be used in preference or in addition to those in which success is conditioned by lin-

guistic ability” (Barke 1933: 249). This message does not seem to have been taken in by 

her contemporaries, however. Looking at this problem, Bee Chin and Wigglesworth (2007: 

56) draw on the numerous studies that have found poor performance of bilinguals and point 

to an important paradox: even though over half of these empirical explorations involved 

bilingual participants whose command of English was not satisfactory, it was in this lan-

guage that the testing was typically conducted. It is not surprising, then, that Darcy (1953), 

having reviewed a considerable number of studies that have been conducted into the effects 

of bilingualism on IQ testing, concluded that researchers who found advantageous effects 

of bilingualism were “in the minority” (Darcy 1953: 50); here, she referred to but two ex-

plorations – those by Davies and Hughes (1927) and by Stark (1940). In contrast, the num-

ber of empirical works whose findings pointed to the detrimental effects of bilingualism on 

IQ as measured by verbal tests was almost ten times as high, approximating twenty. 

3.3.2. Newer studies 

Despite the serious methodological weaknesses that plagued many of the pioneering studies 

into the effects of bilingualism, and despite the fact that awareness of these weaknesses 

entered scholarly debate at a relatively early stage, it is not until the 1960s that bilingualism 

has slowly begun to lose its long-standing damning connotations. Since that decade, ample 

research has been conducted into the effects of bilingualism. 

3.3.2.1. Metalinguistic awareness 

One of the first authors to point to the benefits of bilingualism was Leopold (1949a), who – 

in an extensive, four-volume case study – thoroughly documented the linguistic develop-
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ment of his bilingual daughter, Hildegard Rose Leopold.144 In the third volume of his work, 

apart from analysing the various aspects of syntax, morphology and semantics, Leopold 

(1949a) discussed the question of the effects of bilingualism on child development. Here, 

he was far from sharing the fears typically voiced by his contemporaries; more than that, 

his view of the consequences of bilingualism was positive – he believed that early bilin-

gualism “train[ed] the child to think instead of merely speaking half mechanically” (Leo-

pold 1949a; as quoted in Baker and Prys Jones 1998: 39). One of the major benefits of bi-

lingualism that Leopold (1949a) explicitly pointed to was an increase in metalinguistic 

awareness, that is in “the ability to reflect on language” (Galambos and Goldin-Meadow 

1990: 3). As an example, Leopold (1949a) drew on his daughter’s exceptionally early sen-

sitivity to rhyming words, whereby the girl “would deliberately destroy rhymes in word 

play” (Bee Chin and Wigglesworth 2007: 59). This was indicative of Hildegard’s ability to 

separate the meaning of a given word from its auditory form: “[s]ince she had two or more 

words for each object or idea, she recognized earlier than monolinguals that words are arbi-

trary labels that do not, in themselves, contain meaning” (Baker and Prys Jones 1998: 

39).145 

Leopold’s (1949a) positive view of the effects bilingualism has made him “a proph-

et ahead of his time” (Baker and Prys Jones 1998: 39) who is nowadays “fondly cited by 

researchers” (Bee Chin and Wigglesworth 2007: 59) – especially those focussing on the 

favourable consequences of bilingualism.146 It needs to be remembered, though, that Leo-

pold’s (1949a) enthusiasm was not absolute: his claim was that bilingualism enriched the 

human experience rather than made it easier.147 Decades of subsequent research have con-

firmed this early intuition, demonstrating differential – both positive and negative – effects 

 
144 It took Leopold over twenty years to gather and analyse the data. He started to note down Hildegard’s 

utterances as early as the girl was eight months old, in the autumn of 1930. The first volume was published in 

1939 (Leopold 1939), while the three following – almost a decade later, in 1947 (Leopold 1947) and 1949 

(Leopold 1949a, 1949b). The work was supplemented with the “Bibliography of Child Language”, which was 

issued in 1952 (Leopold 1952). 
145 These were English and German words, as Hildegard was an English-German bilingual. 
146 From 1965 onwards, a body of research has been accumulated which emphasises the beneficial effects of 

bilingualism (Bee Chin and Wigglesworth 2007: 61). The turning point has been the seminal work of Peal and 

Lambert (1962), whose bilingual participants achieved significantly better on most tasks than did the mono-

linguals. A more detailed account of the study will be given in section (3.3.2.3). 
147 One of the most memorable quotations from Leopold (1949a) is the one in which he compared the effects 

of bilingual experience to those of education: “[i]gnorance and superstition make the decisions of life simple. 

Education does not make life easier, but better and richer. Few would condemn education for this reason. 

Bilingualism should be seen in the same light” (Leopold 1949a: 188; as quoted in Baker and Prys Jones 1998: 

39). 
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of bilingualism on the various aspects of intellectual development. Here, metalinguistic 

awareness has been found to be no exception: the performance of bilingual individuals on 

tasks measuring this ability has been varied. 

Having said this, it is vital to remember that metalinguistic awareness is not a sharp-

ly defined concept; as pointed out by Bialystok (2001b: 170), “there is little consensus on 

what demarcates (…) [this] skill from linguistic competence and even less agreement on 

what appropriate tests of this achievement should be.” Hence, researchers have used a vari-

ety of different tasks and paradigms in an attempt to measure it. The obtained results have 

been highly diverse, which indicates that metalinguistic awareness is not a modular, all-or-

nothing ability, but an aggregation of several sub-skills. Here, empirical research has ex-

plored four relevant areas: phonological awareness, word awareness, syntactic- and seman-

tic awareness (Bee Chin and Wigglesworth 2007). 

Phonological awareness is the understanding that speech is made up of distinct 

sound units (Bialystok 2001b: 175; Bee Chin and Wigglesworth 2007: 65). To test this abil-

ity, researchers devise tasks in which participants are supposed to abstract the meaningful 

phonological segments. To illustrate, participants may be required to substitute the initial 

sound from one word with that from another, to pinpoint a word that does not fit with the 

remaining words in a group, or to come up with a word that rhymes with another. These 

tasks might well be considered variations on the play with the sounds of language that was 

observed by Leopold (1949a) in his daughter. Just as was the case with Hildegard, chil-

dren’s ability to engage in this play and their achievement in it are illustrative of their pho-

nological awareness. 

One of the first systematic studies into this ability in bilingual children was con-

ducted by Davine and colleagues (1971), who tested the performance of 121 monolingual-

ly- (in either English or French) and bilingually (in English and French) schooled children 

on a phoneme sequence discrimination task. The results demonstrated that students from 

the bilingual programme “had developed a sensitivity for the sound system of their 2nd 

language” (Davine et al. 1971: 72) and did better than their monolingual peers. However, 

this advantage did not translate into “a generalized facility in discriminating sound sys-

tems” (Davine et al. 1971: 72).148 

 
148 As reported by the authors of the study, this finding it is valid for students who are by grade 4, for such 

was the educational level of the oldest participants. 
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A very interesting study was conducted by Rubin and Turner (1989), who looked at 

the link between children’s phonological awareness and their reading and spelling abilities. 

Similarly to the study by Davine and colleagues (1971), here, too, the participants were 

enrolled in different school programmes. All the children were English, but one group had 

been receiving education in English, while the other – attending a French immersion pro-

gramme – had since kindergarten been receiving education solely in French. Rubin and 

Turner’s (1989) experimental tasks included an adaptation of Rosner’s (1972) Auditory 

Analysis Test, in which participants were first asked to repeat a word uttered by the re-

searcher and then to modify it according to the instructions given, as well as a spelling and 

a reading task. The results demonstrated that the children from the immersion programme 

showed “equal or better early linguistic analysis, reading and writing skills” (Rubin and 

Turner 1989: 80) than did their peers from the monolingual programme. There was, how-

ever, one exception to this finding: the monolingual group achieved significantly higher in 

the reading task, but only for the irregular stimuli. The authors point out that this result can 

be easily explained: irregular words can only be read correctly if they are memorised, and 

the children from the monolingual programme are likely to have been familiarised with the 

written form of many of these words. This was not the case for the other children: taught 

exclusively in French, they had not been formally exposed to the written form of English 

irregular words, and – consequently – could not have memorised these; hence their disad-

vantage for this stimulus type. No such disadvantage was observed for tasks tapping lin-

guistic analysis ability. 

The issue of phonetic awareness in mono- and bilingual children was further ex-

plored by Bruck and Genesee (1995) in a comprehensive, carefully designed study. The 

profiles of the tested children were similar to those in Rubin and Turner’s (1989) research: 

all participants came from English-speaking homes, and were divided into two groups: 

monolingual, comprising children who attended all-English schools, and bilingual, com-

prising those who attended all-French schools. The participants were tested twice: for the 

first time in the kindergarten, and for the second time in their first grade, once they had 

started to receive formal literacy education. Bruck and Genesee (1995) used comprehensive 

testing material: a battery of phonological awareness tasks and tests of language and cogni-

tive abilities. The battery was constructed in a way which enabled the researchers to look at 

the different levels of participants’ phonological awareness: from the awareness of general 

units, such as the syllable, through the awareness of onset and rime, to finish with the 
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awareness of the smallest meaningful sound unit – the phoneme. The results demonstrated 

a bilingual advantage in the kindergarten children, who did better than their monolingual 

peers on the onset-rime awareness tasks. Interestingly, the same set of tasks yielded a dif-

ferent pattern of results for the first-grade children, where the performances of the two 

groups were similar. However, differences were observed for tasks tapping the two remain-

ing levels of phonological awareness. Bilingual first-graders were found to outperform their 

monolingual peers on syllable counting tasks, while the monolinguals outperformed the 

bilinguals on phoneme counting tasks. In their discussion of these findings, Bruck and 

Genesee (1995) draw on the results obtained by Rubin and Turner (1989) and note that both 

studies “show that grade I English-speaking children acquiring French as a second lan-

guage show heightened syllable awareness” (Bruck and Genesee 1995: 321). A more gen-

eral conclusion from their exploration is that foreign language input can affect both the 

pace and the order of the development of children’s metalinguistic abilities (Bruck and 

Genesee 1995: 321). 

An interesting study into phonological awareness was conducted by Campbell and 

Sais (1995), whose participants belonged to a slightly younger age group – “rising fives”, 

who were “typically 4½ years old at testing” (Campbell and Sais 1995: 62). The children 

were either English monolinguals, or Italian-English bilinguals. The aim of the study was to 

determine whether bilingualism enhanced pre-schoolers’ ability to change sound patterns at 

the sublexical level. The authors chose to explore sublexical awareness because earlier re-

search had demonstrated a causal link between this ability and the development of chil-

dren’s reading ability (Bradley and Bryant 1983). The tests employed by Campbell and 

Sais (1995) were “a very simple sublexical parsing task” (Campbell and Sais 1995: 62) of 

their own design, and a version of Bradley and Bryant’s (1983) odd-one-out task. Although 

both groups had approximately the same letter knowledge, and even though the bilinguals 

were at a somewhat younger age than the monolinguals (Campbell and Sais 1995: 65), the 

results have found a significant bilingual advantage. Bilingual children performed better 

both in the semantic odd-one-out task, where they were supposed to identify a picture that 

did not belong to the same meaning category as the others, and in two phonologically based 

tasks. The first of these was also of the odd-one-out type, but had a different selection crite-

rion: here, the children had to attend to the initial phonemes of the depicted words. The 

second task was morpheme deletion, in which participants were presented with a long 

word, such as “pancake”, and with a morpheme that was part of that word, such as “cake”, 
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and were supposed to delete the morpheme from the original word and produce the remain-

ing string – “pan”. The authors concluded that providing children with foreign language 

input before they have mastered the ability to read and write might lead to an increase in 

their metalinguistic ability – in particular in speech-sound awareness (Campbell and Sais 

1995: 61). However, an important stipulation here is that the observed bilingual advantage 

might have been the effect of learning Italian rather than any given second language: 

Campbell and Sais (1995: 67) themselves point out that the regular phonological system 

and syllabic structure of Italian could have been “a simpler, more reliable ʻtest bed’” for 

their participants’ developing metalinguistic ability. 

The possibility that certain aspects of phonological awareness may be acquired pre-

cociously not as a result of bilingualism, but because of learning a language which happens 

to stress those particular structures has also been noted by Bialystok and colleagues (2003), 

who list it among the reasons why previous studies failed to clarify the link between bilin-

gualism and phonological awareness. These authors also look at two other such reasons – 

the fact that the participants of these studies were at an early stage of bilingualism, and that 

the employed tasks were highly diverse, yielding disparate results. To properly address 

these issues, Bialystok et al. (2003) conducted a series of three experiments in which they 

explored the impact of bilingualism on the development of phonological awareness in 

mono- and bilingual children between kindergarten and second grade. The studies were 

carefully designed and strictly controlled. The participants belonged to as many as four 

language groups: monolingual English (Studies 1 to 3), bilingual English-French (Studies 1 

and 2), bilingual Chinese-English (Study 3) and bilingual Spanish-English (Study 3). The 

first study aimed at isolating the demands of working memory from those of phonological 

awareness, the second at investigating the impact of the languages in which the testing was 

conducted and in which the participants had been taught at school, and the third at explor-

ing the effects of task demands and of the particular languages that the participants spoke. 

The authors report that “[n]o clear and consistent effect of bilingualism could be extracted 

from the results” (Bialystok et al. 2003: 41). Of all three studies, but one task – phoneme 

segmentation – yielded a reliable effect of group which, however, did not emerge for all 

bilinguals, but only for the Spanish-English population. This has led the authors to reject 

the idea of a “general bilingual advantage”; rather than that, they postulate that “[o]ther 

factors are more significant than bilingualism and overrule whatever potential effect might 

emerge from being bilingual” (Bialystok et al. 2003: 41). One such factor could be the par-
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ticular pair of languages that one is bilingual in: “children who speak a second language 

with similar phonological structure and alphabetic orthographic system may have some 

advantage when learning to read (…), whereas those children who speak a second language 

that is phonologically and orthographically different may require additional help” (Bi-

alystok et al. 2003: 42). 

The results of more recent research into the phonological awareness of children 

speaking different languages are not all in support of the conclusions drawn by Bialystok 

and colleagues (2003). For instance Verhoeven (2007), who tested a group of Turkish chil-

dren living in The Netherlands and attending a Dutch kindergarten, found – as he put it – 

“clear evidence of a relation between bilingual development and phonological awareness” 

(Verhoeven 2007: 436). Similar results were obtained by Kuo and Anderson (2010), who 

tested Taiwanese first- and second-graders. All participants were dominant in Mandarin, 

but the bilinguals – in addition to this language – regularly received input in a heritage lan-

guage, Southern-Min, at home.149 The results demonstrated a comparable performance of 

both groups on tasks probing onset awareness in stimuli containing onsets that were exclu-

sive to Mandarin, as well as in awareness tasks involving actual Mandarin syllables. How-

ever, a “pronounced bilingual advantage” (Kuo and Anderson 2010: 381) was found in 

tasks that involved manipulating syllables that contained onsets that existed both in Manda-

rin and Southern-Min. Moreover, the bilinguals did better than their monolingual peers on 

tasks requiring participants to “segment and compare onsets and rimes or to attend to tones 

in novel syllables” (Kuo and Anderson 2010: 381). The authors have concluded that bilin-

gualism, entailing exposure to different phonological segments occurring in a variety of 

contexts, fosters the development of children’s phonological awareness, and especially 

their “ability to disassociate phonological segments from syllables and abstract supraseg-

mental features” (Kuo and Anderson 2010: 381). Importantly, the authors predict that this 

facilitative effect of bilingualism may take place “upon exposure to any second language” 

(Kuo and Anderson 2010: 383) – the second language does not need to be typologically 

close to the first or have similar orthographic transparency for the advantage in phonologi-

cal awareness to be observed. 

 
149 Kuo and Anderson (2010: 371) report that Southern-Min is now a “major heritage language spoken in 

Taiwan.” In spite of its historical links to Mandarin, Southern-Min is nowadays not mutually intelligible with 

that language. 
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Among the findings in support of this claim are those obtained by Kang (2012). The 

aim of her research was to check whether bilingual advantages in phonological awareness 

would be found in the performance of children learning “two phonologically and ortho-

graphically different alphabetic languages” (Kang 2012: 411). To this end, Kang (2012) 

tested Korean mono- and Korean-English bilingual children on a number phonological 

awareness and literacy skills tasks.150 The results demonstrated that the bilinguals had 

greater phonological awareness skills than did their monolingual peers – a finding that was 

valid for both Korean and English. The bilinguals were more apt at L1 and L2 tasks which 

consisted in manipulating phonological units, and superior on an L1 pseudoword reading 

task. Despite these findings, Kang (2012) refrains from drawing firm conclusions and notes 

that the problem of bilingual advantages in phonological awareness needs further research 

which would examine “the interplay of phonological and orthographical differences in the 

two languages and other emergent literacy factors” (Kang 2012: 428). 

Another layer of metalinguistic awareness that has been studied in bilinguals is 

word awareness. As pointed out by Bialystok (2001b: 171), children need to be able to 

make two basic realisations if they are to understand that the nature of words is inherently 

symbolic: they need to have the capacity “to recognize that the speech stream is composed 

of discrete units called words” (Bee Chin and Wigglesworth 2007: 62) and to apprehend 

that the link between words and the meanings they have is arbitrary. It needs to be noted 

here that while both these abilities have been explored empirically in bilingual populations, 

the former has enjoyed less popularity as a research topic. 

One of the early studies into children’s ability to segment speech into words was 

conducted by Bialystok (1986), who tested three different groups of participants: English 

junior kindergarten monolinguals, English first-grade monolinguals, and English-French 

first-grade bilinguals, who were native speakers of English, but had been attending a 

French immersion programme at school for two years. Four task types were presented to 

participants: word count, similarity judgment, size judgment, and digit span. In these tasks, 

participants were required to report how many words there were in a given sentence, to 

select a word that had a form or meaning that was similar to that of an initial word, to de-

 
150 It is important to note here that Kang’s (2012) monolinguals “were not strictly monolingual” (Kang 2012: 

417) – in the kindergarten, they had a daily 15-minute English lesson during which they were exposed to 

English. The author notes that it is nowadays “almost impossible to find monolingual Korean children who 

have no English exposure” and that “none of (…) [the] monolingual children [in her study] could speak Eng-

lish beyond one-word level or decode English words yet” (Kang 2012: 417). 
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cide which of the presented words was bigger, and to repeat strings of numbers, respective-

ly. The tasks differed with regard to the demands that they imposed on participants’ 

knowledge, cognitive control and working memory. In addition, such differences also ex-

isted between the particular test items within the tasks, so that the stimuli had varying lev-

els of complexity. An interesting regularity was found in the results: “[i]n general, (…) the 

items that introduced an increased demand for cognitive control were less problematic for 

the French immersion students than for the English program students in the same grade” 

(Bialystok 1986: 29). Also, the bilingual participants made fewer errors on the word count 

task – this was particularly true for the most difficult items. However, similarity judgment 

results provided “little evidence of a knowledge advantage for the bilingual children” (Bi-

alystok 1986: 29). In her discussion of these findings, Bialystok (1986) notes that research-

ers often consider word consciousness to be indicative of metalinguistic awareness; in her 

view, however, “constructs like word concept in particular and metalinguistic awareness in 

general do not constitute separated demarcated achievements”, but exemplify a high level 

of proficiency in “two rather ordinary cognitive skills that can be applied to language” (Bi-

alystok 1986: 30). The particular pattern of facilitation that exists between bilingualism, 

literacy, and metalinguistic awareness is an effect of the demands that the three phenomena 

share, and can be ascribed to the experiences associated with them (Bialystok 1986: 30). 

A further study into word awareness was conducted by Yelland and colleagues 

(1993). The authors’ goal was to explore whether a limited contact with a foreign language 

would result in an increased metalinguistic awareness, and – especially – facilitation in 

children’s developing ability to read. The participants were two groups of preparatory and 

grade one English children: monolinguals, and “marginal bilinguals”, who received an hour 

of Italian instruction every week. The experimental task consisted in naming a pictured 

object and determining whether that name was a big or small word. Importantly, the size of 

the word was not always congruent with the size of the object that it labelled: half of the 

big words were names of small objects, and half of the little words were names of big ob-

jects. Each participant was tested twice: two months into the school year, and again after 

five months. The results showed that the marginally bilingual group demonstrated “a signif-

icantly higher level word awareness” (Yelland et al. 1993: 423) than did their monolingual 

peers after only six months of limited exposure to Italian. However, this advantage was 

short-lived: “[b]y early in the second year of school, the word awareness skills of the 

monolingual children had caught up with those of the marginal bilingual group” (Yelland et 
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al. 1993: 439), as the performance of both groups approached ceiling levels. This was not 

the case with the development of participants’ reading skills: “by the end of the second year 

of school, the mean written word recognition score for the marginal bilingual children (…) 

was significantly higher than that for the monolingual children” (Yelland et al. 1993: 440). 

This finding shows that early exposure to even marginal amounts of input in a second lan-

guage provides children with “important cognitive and educational benefits” (Yelland et al. 

1993: 441), facilitating their ability to recognise written words, which in turn is “a critical 

component of reading acquisition” (Yelland et al. 1993: 441). 

Interestingly, similar conclusions were drawn by Göncz and Kodžopeljić (1991), 

who – in a slightly earlier series of two studies – explored the link between children’s bi-

lingual experience, metalinguistic awareness, and reading ability. Having compared the 

performances of several different groups of bilingual pre-schoolers and monolingual con-

trols on a series of tasks measuring metalinguistic awareness and the ability to analyse lin-

guistic input, the authors concluded that early bilingual experience was linked with an en-

hancement of both tested skills. This was reflected in the bilinguals’ readiness to perform 

tasks which consisted in comparing and replacing words, as well as segmenting them into 

smaller units. In addition to this, the bilinguals were also judged by their teachers as having 

“more developed psychological functions such as concentration, synthesis and abstraction” 

(Göncz and Kodžopeljić 1991: 137). Importantly, all these faculties are employed in early 

stages of reading. 

As has been noted before, word awareness is more than the ability to perceive words 

as discrete units. Word awareness also entails awareness of the arbitrariness of language – 

that is, the understanding “that language is essentially symbolic and that the relationship 

between form and function is completely arbitrary” (Bee Chin and Wigglesworth 2007: 63) 

– based on convention rather than contiguity or similarity (Dirven and Radden 2004: 5). 

The suggestion that such awareness may be greater in individuals who have command of a 

foreign language is by no means new – it has already been proposed by Goethe ([1893] 

1906: 154), who asserted that “[a] man who ha[d] no acquaintance with foreign languages 

kn[ew] nothing of his own.” Vygotsky ([1934] 1986), expanding on this idea, wrote that 

children who learn a second language gain a better understanding of their mother tongue: 

their approach towards language “becomes more abstract and generalised”, as familiarity 

with the new system “liberates [them] from the dependence on concrete linguistic forms 

and expressions” (Vygotsky 1986: 160). 
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Experimental explorations of children’s awareness of the arbitrariness of language 

have largely focussed on word meanings – and not without reason. The relationship be-

tween word and its meaning has long been considered to be of a unique nature: the two are 

so closely linked that the latter is a necessary element of the former. To Vygotsky (1986), a 

word which lacks meaning is nothing more than “an empty sound” (Vygotsky 1986: 212); 

thus, he sees meaning as “a criterion of ̒ word’” (Vygotsky 1986: 212). Dissociating mean-

ing from form is an ability whose acquisition has important implications for the study of 

children’s developing linguistic competence: Vygotsky (1986: 224) postulates that it is only 

when children have fully mastered this skill that they “become fully able to formulate 

[their] own thought[s] and to understand the speech of others.” It is important to note here 

that acquiring this ability is a process rather than a single step. At first, children use “forms 

and meanings without being conscious of them as separate” (Vygotsky 1986: 222); they 

consider the word to be a necessary and indispensable component of the object that it refers 

to. That “children regard names as belonging to things and emanating from them” has al-

ready been noted by Piaget (1929: 63), author of a task which probably is the best-known 

tool for studying children’s understanding of the relationship between words and the con-

cepts they denote. In his classic experiment, Piaget (1929) asked children a number of dif-

ferent questions concerning the possibility of exchanging the names of the sun and moon 

and the consequences of such an exchange. It was found that most children were able to 

carry out the name reversal; they were also able to recognise that it would be the “sun”, and 

not the “moon”, that would be up in the sky at night if the names of these objects were in-

terchanged. However, there was one question which was particularly problematic for Pia-

get’s (1929) young participants: when he asked them what night sky would look like if the 

sun-moon name change was performed, the children tended to respond that it would be 

light at night. Such answers demonstrate that they were not yet able to fully dissociate the 

word – that is the name “sun” – from the object that it denoted. Rather than this, the chil-

dren linked the word with the properties of its referent; hence the association between 

brightness and the name “sun”. 

About half a decade after Piaget’s (1929) pioneering work, the task he devised was 

widely used – both in the original and its numerous adapted versions – by researchers inter-

ested in finding out of how mono- and bilingual children understand the relationship be-

tween words and their referents. Among the earliest of these explorations was the study by 

Ianco-Worrall (1972), aimed at verifying “Leopold’s observations on the earlier separation 
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of word sound from word meaning by bilingual compared to matched unilingual children” 

(Ianco-Worrall 1972: 1390). To this end, the researcher tested thirty Afrikaans-English bi-

lingual children, who belonged to two age groups: 4-6- and 7-9-year-olds. To each bilin-

gual participant, two monolingual controls were matched, one of whom spoke English, and 

the other – Afrikaans. The children took part in two experiments: a semantic and phonetic 

preference test, and a word-reference questionnaire, modelled on the one used by Vygotsky 

(1986).151 The results of the first experiment showed that as many as 54% of the younger 

bilinguals “consistently chose to interpret similarity between words in terms of the seman-

tic dimension” (Ianco-Worrall 1972: 1398). This indicates that they understood the link 

between words as based on “symbolic rather than (…) acoustic properties” (Ianco-Worrall 

1972: 1398). Interestingly, such behaviour was unique to the bilinguals in this age group, as 

it did not occur in any of the matched monolingual controls. Drawing on these results, Ian-

co-Worrall (1972: 1398) concluded that “bilinguals, brought up in a one-person, one-

language home environment, reach a stage in semantic development, as measured by [her] 

test, some 2-3 years earlier than their unilingual peers.” The conclusions she drew from the 

second experiment were less definitive, as little difference was found in how the mono- and 

bilingual participants dissociated the objects from their names. There was one area, howev-

er, in which bilinguals, regardless of their age group, outperformed the monolinguals: this 

result was found “where the question of whether names can be interchanged required the 

formulated concept that names are arbitrarily assigned to things” (Ianco-Worrall 1972: 

1399). 

Bilinguals’ understanding of the symbolic nature of words was also studied by Ben-

Zeev (1977), who tested four groups of children: Hebrew-English bilinguals from the Unit-

ed States and matched English monolingual controls, as well as Hebrew-English bilinguals 

from Israel and Hebrew-speaking monolingual controls. Before administering the proper 

experimental tasks, the researcher screened the participants for the degree of bilingualism, 

and measured their intelligence using the Wechsler Intelligence Scale for Children (hence-

forth WISC). The materials used by Ben-Zeev (1977) measured a wide array of partici-

pants’ linguistic skills, such as semantic knowledge or flexibility in the use of syntactic 

rules, as well as their ability to perform various nonverbal manipulations. At this point, 

 
151 It is important to remember that Vygotsky’s (1986) method was fundamentally based on the one devised 

by Piaget (1929). Thus, the procedure employed by Ianco-Worrall (1972) in her second experiment actually 

has its roots in the Piagetian Method, which, however, this author does not acknowledge. 
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however, we will focus on the Piagetian-type seven-item task which consisted in symbol 

substitution, where the children were supposed to “substitute one meaningful word for an-

other, usually within a fixed sentence frame” (Ben-Zeev 1977: 1012). Importantly, not all 

items were of the same complexity: for a successful completion of the first two, the partici-

pant was only required to appreciate that the names of two objects can be interchanged; in 

the case of the remaining five items, however, performing the name substitution meant vio-

lating grammatical rules of the language. Here, if the child was to provide a correct answer, 

he or she had to “resist the mutual interference of the substituted item and the sentence 

frame” (Ben-Zeev 1977: 1012) and treat the word as if it was nothing more than a meaning-

less element of a code. The results demonstrated that the bilinguals were significantly supe-

rior on this task – a finding which was consistent across both the easier and the more com-

plex items. A possible explanation could be that the bilinguals were less familiar with the 

grammatical rules of the test language than their monolingual peers – this, however, was 

not the case, as Ben-Zeev’s (1977) participants’ linguistic competence was strictly con-

trolled for: the children were pre-tested with an adapted version of Berko’s (1958) Wug 

Test, whose results yielded no group differences.152 Thus, the bilingual advantage which 

evinced in the study cannot be attributed to differences in the children’s competence in the 

test language. 

A further study into bilinguals’ word awareness was conducted by Cummins (1978). 

Here, English-Irish bilingual children and matched monolingual controls were tested on a 

range of tasks measuring participants’ metalinguistic awareness, as well as their ability to 

assess contradictory and pleonastic statements. The first of the test materials was the Mean-

ing and Reference Task, aimed at determining whether the child perceived word meaning 

as stable – especially in the situation where the actual physical referent of the word was 

destroyed (Cummins 1978: 135).153 Here, the performances of grade 3 mono- and bilingual 

children did not differ significantly; however, significant differences were found in the 

grade 6 analysis, where the bilinguals outperformed their monolingual peers. The second 

task administered was the Arbitrariness of Language task: a variation on Piaget’s (1929) 

“sun – moon” problem. Marked differences were found here as early as in grade 3: 

“[a]lmost 70% of bilingual children compared to only 27.5% of unilingual children asserted 

 
152 Berko (1958) developed the Wug Test to study children’s knowledge of morphology – and specifically, to 

verify whether children are capable of applying basic morphological rules to novel words. 
153 Cummins’ (1978) tasks were modelled on those developed by Osherson and Markman (1975), and many 

of them employed similar, or even identical, experimental procedures and scoring criteria. 
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that the names [of objects] could be interchanged” (Cummins 1978: 141). Analysis of the 

reasons that the children provided to justify their responses yielded less pronounced differ-

ences, which were nevertheless statistically significant. Cummins (1978) classified the jus-

tifications into three major groups. The first, and most basic, were “empirical” justifica-

tions, where the child referred to physical properties of the objects, as in “You could 

change the names because both the sun and the moon shine” (Cummins 1978: 141). The 

second group were “rigid conventional” justifications, where the child asserted that people 

could not change the names of objects because the names were the “right names”, or be-

cause they were given by God. The third group consisted of justifications which demon-

strated children’s understanding that names are arbitrarily assigned to objects, as in “[I]t 

doesn’t matter what things are called” (Cummins 1978: 141). Cummins (1978) added to 

this third group one other response type: these were the claims that one could not change 

the names of objects “because people would get confused” (Cummins 1978: 141). Taken 

together, the results from the Arbitrariness of Language task reveal an interesting paradox: 

although the bilingual children were more successful in articulating the fact that the rela-

tionship between words and their referents was arbitrary, analysis of the justifications pro-

vided by these participants demonstrated that “they were almost as likely as unilingual 

children to assert that an exchange of names (…) implied an exchange of empirical charac-

teristics” (Cummins 1978: 143). Further to the Awareness of Language task, the children 

were administered the Nonphysical Nature of Words task, which tested whether partici-

pants were able to realise that words did not share the physical properties of the objects that 

they denoted. No significant differences were found here between the bilingual and mono-

lingual groups. The final part of Cummins’ (1978) study was “Empirical and Nonempirical 

Questions”, whose scope was far beyond testing participants’ word awareness. Modelled on 

the task devised by Osherson and Markman (1975), this material checked children’s under-

standing of different types of statements. Before each experimental session, plastic chips 

and counters of different colours were put on a table which stood between the participant 

and experimenter. Subsequently, the experimenter made a comment about a given counter, 

and the participant was supposed to determine whether this statement was true, false, or 

whether it was impossible to tell. The statements differed in structure; out of the total num-

ber of 11 items, 7 were either contradictions or tautologies. It is important to note that 

statements of this type are different from the others: to verify them, the participant only has 

to attend to their linguistic form, without resorting to “any extra-linguistic states of affairs” 
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(Osherson and Markman 1975: 214). To illustrate, if one is to determine the truth value of 

the sentence “The counter in my hand is not white and it is white” (Cummins 1978: 144), 

he or she does not need to see the counter; no reference to empirical evidence is needed. 

Hence, just as it was in the study by Osherson and Markman (1975), the contradictory and 

tautological sentences were referred to as “nonempirical” statements – as opposed to “em-

pirical” ones, whose truth could only be determined by examining the object which they 

described, as in “The counter in my hand is yellow and it is not green” (Cummins 1978: 

145). For five of the seven nonempirical, and two of the four empirical items, the child 

could not see the counter, as it was held by the experimenter in the hand. Upon responding 

to each particular item, the child was asked to justify the answer. The results from this task 

show significant differences between the mono- and bilingual groups as early as at the 

grade 3 level; “[a]t least twice as many bilingual children as unilingual children were cor-

rect on each of the four contradictory items” (Cummins 1978: 146). A bilingual superiority 

was also found in the older group – at the grade 6 level, where the bilinguals outperformed 

their monolingual peers on those nonempirical items in which the chip was hidden from 

participants’ sight. Also, a significant difference was registered for the total number of cor-

rect answers to the empirical questions; here, too, the bilingual group turned out to be more 

successful – a result which Cummins (1978: 148) interpreted as indicative of the monolin-

guals’ “less flexible and analytic orientation to linguistic input.” Taken together, the find-

ings of the study point to the existence of a bilingual advantage not only in word awareness, 

but also in understanding of contradictory expressions.154 

A further relevant area of metalinguistic ability which has been studied in bilingual 

populations is semantic awareness – “the knowledge about how meanings are organized in 

language and the sensitivity to different semantic domains” (Kuo and Anderson 2008: 46). 

Bee Chin and Wigglesworth (2007: 66) make the important point that “an assortment of 

tasks (...) qualify as semantic awareness tasks even though the researchers who used these 

tasks did not label them as ‘semantic awareness’ tasks.” Moreover, semantic awareness has 

often been explored in relation to other aspects of metalinguistic ability. Among such stud-

ies is the one by Ianco-Worrall (1972), which has been discussed earlier with reference to 

word awareness. One of the tasks used in this research was a semantic and phonetic prefer-

ence test: “a two-choice test in which similarity between words could be interpreted on the 

 
154 As has been noted before, “word awareness” is understood here as “awareness of the arbitrary nature of 

word-referent relationships” (Cummins 1978: 148). 



 145 

basis of shared meaning or shared acoustic properties” (Ianco-Worrall 1972: 1390). This 

material was employed in order to compare the ability of mono- and bilingual children to 

concentrate on similar meanings rather than similar auditory forms of words. The results 

demonstrated that the bilingual children were indeed more semantics-oriented than their 

monolingual peers. Ben-Zeev (1977), who employed a related task, obtained different re-

sults. In her “Paradigmatic Associations Test”, participants were supposed to provide a 

one-word response to each of 18 stimulus words. The stimuli represented all parts of 

speech, and the responses could be of two kinds. The first were paradigmatic associations; 

these “tend[ed] to categorize the stimulus word along some concept dimension” and were 

“of the same part of speech as the stimulus word” (Ben-Zeev 1977: 1013). Syntagmatic 

associations, in contrast, were those “which could follow the stimulus word in a normal 

sentence” (Ben-Zeev 1977: 1013). The author hypothesised that bilingual children, having 

a better developed semantic classification system, would provide a greater number of para-

digmatic-type responses than the monolingual children. On the other hand, she entertained 

the possibility that the expected effect might be attenuated by the bilinguals’ limited vocab-

ulary span. The results yielded no group differences in the two response types; however, it 

was found that the bilinguals provided a significantly greater number of clang responses – 

“an immature type of response” (Ben-Zeev 1977: 1015) which is based on sound associa-

tions. Such responses are often considered to be indicative of task difficulty. Another find-

ing which demonstrates that Ben-Zeev’s (1977) semantic understanding task was challeng-

ing for her bilingual participants was that their response latency was increased for the 

paradigmatic-type responses. The author considers this to be indicative of “more search 

effort than was required by monolinguals” (Ben-Zeev 1977: 1015). 

Semantic awareness in bilinguals has also been studied with relation to vocabulary 

breadth – that is the “number of known words” (Schmitt 2014: 913). Researchers exploring 

this area often make use of another important concept, termed “depth of (word) 

knowledge”, “depth of vocabulary”, “semantic-”, or “vocabulary depth”; all these labels 

refer to “how well (…) words are known” (Schmitt 2014: 913).155 Such knowledge entails 

“the ability to provide precise delimitations, specific terminology, more associations, essen-

tial features, and functional characteristics” (Vermeer 2001: 222f.) of the object denoted by 

a given word. While certain authors, such as Ouellette (2006: 556), consider depth of vo-

 
155 Accordingly, these terms will be used synonymously in the following discussion. 
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cabulary knowledge to be equivalent to semantic awareness, others consider it to be a 

somewhat different kind of metalinguistic awareness. In the latter group are Proctor and 

colleagues (2012), who postulate that one’s word knowledge entails three constructs, or is 

affected by three “related but distinct linguistic domains” (Proctor et al. 2012: 1637). It is 

among these domains that the authors locate semantics – next to morphology and syntax. 

This should not be taken to mean that the three areas exhaust the phenomenon of knowing a 

word; in an earlier study, Proctor and colleagues (2009) listed as many as six domains im-

plicated in depth of vocabulary: “(a) [a word’s] phonology and orthography, (b) its mor-

phology, (c) the range of syntactic constructions, (d) its semantic representation, (e) the 

pragmatics of how to use it, and (f) its etymology” (Proctor et al. 2009: 312). Thus, it is 

important to note that while some scholars consider research into depth of vocabulary 

knowledge to be an area of semantic awareness research, others claim that what such stud-

ies actually show is the resultant of several levels of participants’ metalinguistic awareness. 

An interesting study into word knowledge has been conducted by Vermeer (2001), 

who wanted to check whether Dutch mono- and bilingual kindergarten children would ob-

tain similar or different scores on measures of vocabulary breadth and depth. The results 

demonstrated that although the monolinguals produced almost twice as many characteris-

tics of the target words as did the bilinguals, the groups did not differ with regard to the 

structure of the association networks which were created for each stimulus. The bilinguals 

provided “fewer visual, functional, or material characteristics” than their monolingual peers 

– not because they had insufficient word knowledge, but because they simply “lacked the 

words to describe [these characteristics]” (Vermeer 2001: 225).156 Therefore, they used 

nonverbal cues and signals to demonstrate the intended meaning. Another interesting find-

ing of Vermeer’s (2001) exploration was that the vocabulary breadth and depth measures 

employed were strongly correlated; thus, the children who were familiar with a greater 

number of words were also able to provide such descriptions of the stimulus words that 

 
156 It is important to note that Vermeer (2001) did not provide a detailed profile of the bilingual sample. He 

wrote that all the children in this group were born in the Netherlands, belonged to “the second or third genera-

tion of immigrants who had come to the Netherlands over the past few decades”, and “spoke entirely or al-

most entirely their native language (e.g., Turkish or Arabic) at home” (Vermeer 2001: 224). However, the 

author provided little, if any, information as to how good these children’s command of Dutch was, and 

whether their levels of proficiency in this language were roughly comparable. The differences in semantic 

depth obtained in the study may have been caused by the bilinguals’ insufficient exposure to Dutch – a possi-

bility that Vermeer (2001: 231f.) himself entertained: “differences in word knowledge between monolinguals 

and bilinguals may be largely attributed to differences in the frequency of majority language contacts.” 
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were of “greater depth” (Vermeer 2001: 225). Moreover, vocabulary breadth and depth 

were found to be influenced by the same factors for both participant groups. 

Proctor and colleagues (2009) explored the relationship between vocabulary depth 

and reading comprehension in older children: fifth-graders. In the study, 11 bilinguals and 

24 monolinguals performed a series of vocabulary-oriented tasks aimed at developing their 

depth knowledge of eight low-frequency target words. These activities were created in such 

a way so as to expose the participants to different representations of the stimuli. The main 

task consisted in providing captions for photographs or clip arts illustrating each target 

word; the captions were then rated for vocabulary depth on a four-point scale. The results 

demonstrated that although the oral language skills – especially vocabulary breadth and 

oral comprehension – of the monolingual students were higher than those of the bilinguals, 

the bilingual students “tended to outperform their monolingual counterparts” (Proctor et al. 

2009: 323) on the measure of semantic depth, though this trend failed to reach signifi-

cance.157 Regression analyses found that “semantic depth contributed significantly to ex-

plaining reading proficiency” and that “an interaction between semantic depth and oral pro-

ficiency proved significant in explaining reading comprehension” (Proctor et al. 2009: 

326). In their discussion of these findings, the authors of the study make an important point: 

if the obtained interaction is to be interpreted correctly, one needs to bear in mind that the 

participants in the two groups differed with regard to their levels of oral language profi-

ciency. To illustrate, in the bilingual group were both the student with the highest and the 

one with the lowest oral proficiency. Interestingly, when the authors entered “language 

status (i.e., bilingual or monolingual) (…) into the regression equation that included oral 

language proficiency, its effect was nonsignificant” (Proctor et al. 2009: 327). Thus, it was 

not participants’ mono- or bilingual status, but their oral proficiency level that was the fac-

tor influencing the link between semantic depth and reading. 

As has been discussed earlier, the approaches to semantic depth vary. It is important 

to remember that the definition of this concept that we choose to adopt will also affect our 

view of other types and layers of metalinguistic awareness. It is not different in the case of 

sentence awareness, also referred to as syntactic or grammatical awareness,158 the last as-

pect of metalinguistic awareness that we are going to discuss: it may be considered either a 

 
157 The difference in vocabulary breadth was statistically significant, while the difference in oral comprehen-

sion was approaching significance. 
158 These terms will be used interchangeably throughout the discussion. 
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further level of metalinguistic awareness, or one of the elements that contribute to semantic 

depth. Regardless of the approach we choose to employ, it is important to remember that 

semantic- and grammatical awareness, being awareness of meaning and awareness of the 

form in which meaning is conveyed, cannot but be related. 

Bee Chin and Wigglesworth (2007: 65) define sentence awareness as “the ability to 

recognize utterances which are grammatically acceptable within the language.” Research 

into this area of metalinguistic awareness has tended to employ one major task type: judg-

ments of sentence grammaticality or acceptability, whereby participants are supposed to 

determine whether a presented target sentence is correct (or acceptable) in a given lan-

guage, and, often, to “detect, correct and explain errors” (Bee Chin and Wigglesworth 

2007: 65).159 One of the earliest studies into grammatical awareness, conducted by Gleit-

man and colleagues (1972) with a group of monolingual children, has reported rudiments of 

metalinguistic reasoning as early as in two-year-olds, who “provided nonrandom classifica-

tions of simple sentences” (Gleitman et al. 1972: 160). The authors illustrate this finding 

with a compelling comparison: “[a] child who can do this must already be said to know 

something about language that the spider does not know about webweaving” (Gleitman et 

al. 1972: 160). Later, the authors note that as children get older, their metalinguistic ability 

“dramatically increases” (Gleitman et al. 1972: 160). Still, the majority of the five-year-

olds in their study – when asked for their opinions about the target sentences – tended to 

provide nothing more than paraphrastic corrections; it is only the older children that made 

explicit use of linguistic categories. Similar conclusions can be drawn from the exploration 

by Karmiloff-Smith (1986), in which children as young as 4 demonstrated some sensitivity 

to linguistic markers while self-correcting their utterances, but only those who were 6 or 

more were able to use these same markers as points of reference when making sentence 

grammaticality judgments. Interestingly, bilingual children seem to develop such abilities 

at an earlier age. A number of sentence awareness studies conducted with mono- and bilin-

gual children have reported bilinguals outperforming their monolingual peers. Of special 

interest here are studies examining participants’ ability to identify errors in sentences which 

 
159 The notions of grammaticality and acceptability are not the same; a grammatical sentence may be unac-

ceptable, and vice-versa. Linguists employ various definitions and criteria; here, we will follow the distinction 

proposed by López-Serena (2009: 638), who links the concept of grammaticality to correctness – in the sense 

of conforming to the grammatical rules of the language, and considers acceptability to be “a more general 

criterion that also includes conformity with logical thought and knowledge of the world (congruence) and 

correspondence to the norms of the speech situation, discourse genre, etc. (appropriateness)” (López-Serena 

2009: 638). 
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“have a plausible interpretation and where the error is more formal in kind” (Galambos and 

Hakuta 1988: 146), as in “Boy is drinking”. Although monolingual children do not make 

errors of this kind in their own speech, they still find it difficult to fix such sentence prob-

lems before reaching the age of 5 or 6. In contrast, bilingual children competent in both of 

their languages identify these types of errors with ease as early as at the mere 4.6 years of 

age, as demonstrated by Galambos and Goldin-Meadow (1983).160 To understand these 

findings, one needs to consider them in terms of which aspect of the stimulus the two 

groups of children tended to focus on. Galambos and Hakuta (1988: 147) point out that 

while young monolinguals direct their attention towards the message that a given sentence 

aims to get across, bilinguals readily concentrate on the form of that sentence. This seems 

to be valid for different types of sentences: when the children in the Galambos and Goldin-

Meadow (1983) study were presented with sentences that were grammatically well-formed, 

but contained a semantic anomaly, the bilinguals were found to be “more likely to ignore 

the semantic distraction and focus on the structure” (Bee Chin and Wigglesworth 2007: 

65). The idea that “becoming a bilingual requires attention to the form of the languages 

being learned on a routine basis” served as the theoretical framework for the two longitudi-

nal studies by Galambos and Hakuta (1988), who tested several groups of Puerto Rican 

Spanish- and English-speaking children. As expected by the authors, the study found that 

more proficient bilinguals performed better than did their less proficient peers. Similar re-

sults were obtained by Ricciardelli (1992), who conducted an extensive study which – 

among many other tasks – included “Word Order Correction”. The task, administered to 

English mono- and Italian-English five- to six-year-old children, consisted in helping a 

puppet, Miss B, “say things the right way round” (Ricciardelli 1992: 306). The results 

yielded a bilingual advantage, but “only for those children who had attained a high degree 

of bilingualism” (Ricciardelli 1992: 301), and grammatical awareness was one of the do-

mains in which such bilingual superiority was found. A slightly older study into grammati-

cal awareness was conducted by Goldin-Meadow and Galambos (1990). Here, Spanish-

speaking and English-speaking monolinguals and Spanish-English bilinguals performed a 

task which checked their ability to detect, correct, and explain grammatical errors in differ-

ent sentences. The results showed that there existed a developmental progression in partici-

pants’ approach to language: the children moved “from a content-based orientation to a 

 
160 The children were Spanish-English bilinguals. 



 150 

form-based orientation” (Goldin-Meadow and Galambos 1990: 1f.), a regularity which was 

visible at each level of the task: from error identification, through its correction, and to ex-

planation. For two of these levels – error identification and correction – the bilinguals were 

found to be at a more advanced stage of the shift in approach towards language. Drawing 

on these findings, Goldin-Meadow and Galambos (1990: 2) postulate that “the experience 

of learning two languages hastens the development of certain metalinguistic skills in young 

children, but does not alter the course of that development.” The authors point out that 

while acquiring two languages may tune an individual’s “ear” – understood as one’s apt-

ness at noting various regularities of form, it does not seem to boost his or her “ʻmind’ for 

understanding those regularities” (Goldin-Meadow and Galambos 1990: 2). Grammatical 

awareness in bilinguals was also explored empirically in more recent research. Davidson 

and colleagues (2010) examined this problem in English mono- and Urdu-English bilingual 

children. Here, again, it was found that bilingual 5- to 6-year-olds were better than their 

monolingual peers at detection of grammatically incorrect sentences. A bilingual advantage 

was also observed for the younger group: 3- to 4-year-olds, but only when they were tested 

in Urdu, their first language. Interestingly, no differences were found in mono- and bilin-

guals’ ability to identify grammatically correct sentences. A task which was found to be 

particularly difficult for all the children tested was explaining the detected errors: “[a]cross 

both groups, only about 20% of the children were able to provide any type of coherent ex-

planation as to why a sentence was not grammatically correct” (Davidson et al. 2010: 173). 

This result is in line with the findings of Goldin-Meadow and Galambos (1990), whose 

participants also had problems explaining errors. 

Taken together, research findings into mono- and bilinguals’ metalinguistic aware-

ness seem to leave at least as many questions to be asked as they answer. Varied, if not 

contradictory, results have been obtained at all of the discussed levels of metalinguistic 

ability – from phonological to grammatical awareness. However, one should remember that 

these findings were obtained with populations that differed dramatically on numerous di-

mensions. To illustrate, the “marginal bilinguals” from the exploration of Yelland and col-

leagues (1993) would not qualify as bilinguals if they were to take part in the study by Da-

vidson and colleagues (2010). With definitional differences thus great, inconsistencies in 

research findings seem to be rather inevitable. Another reason for these inconsistencies is 

differences in the cognitive demands posed by the various tasks that have been employed to 

explore metalinguistic awareness – a problem extensively discussed in Bialystok (2001b). 
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Having re-examined a number of relevant studies, this author postulates that “two cognitive 

processes, analysis and control, are directly responsible for task performance” and that “bi-

lingual advantages occur reliably [only] on tasks that make high demands on control” (Bi-

alystok 2001b: 169). The link between bilingualism and control will be discussed in more 

detail in the section on cognitive flexibility; for now, it is important to stress that not only 

subject-specific, but also “task-specific factors are important in understanding the relation-

ship between bilingualism and metalinguistic awareness” (Galambos and Hakuta 1988: 

141). Thus, one has to take all these factors into account when studying the link between 

the two phenomena. That the bilingual experience is related to an advantage in metalinguis-

tic awareness has been demonstrated in numerous studies; it has to be remembered, howev-

er, that this advantage is not unconditional, but occurs under certain circumstances. 

3.3.2.2. Verbal abilities 

While research into the metalinguistic awareness of mono- and bilinguals has tended to 

favour the latter group, there is an important area of language proficiency in which the per-

formance of bilinguals has been found to be compromised: a number of studies have 

demonstrated that “bilinguals generally control a smaller vocabulary in each language than 

monolinguals” (Bialystok 2009: 4). This has been shown to be true for both young and 

adult speakers. 

It is already the study by Ben-Zeev (1977), discussed earlier with reference to met-

alinguistic awareness, that signalled that bilinguals might have a deficit in receptive vocab-

ulary. Ben-Zeev (1977) obtained this finding on a task which employed the Peabody Pic-

ture Vocabulary Test (henceforth PPVT). This tool, published by Dunn (1959), “assesses 

the lexicon of words that a person can understand when he or she hears them” (Eigsti 2013: 

2143), and may also be used to test verbal ability.161 The procedure is simple: for each test 

item, the experimenter speaks out a word, and the participant is supposed to choose one out 

of four pictures that best represents the meaning of that word. In the study by Ben-Zeev 

(1977), the PPVT scores obtained by the bilingual children were significantly lower than 

those of their monolingual peers. Importantly, the mean IQ score of the bilinguals was 

 
161 The current version of the PPVT is the fourth edition, referred to as the PPVT-IV, and authored by Dunn 

and Dunn (2007). 
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slightly higher than that of the monolinguals, so the obtained difference in receptive vocab-

ulary scores cannot be attributed to disparate intelligence levels of the two groups. 

An interesting study into the lexical development of very young bilinguals has been 

conducted by Zurer Pearson and colleagues (1993). The authors collected data from 25 

English-Spanish simultaneous bilingual and 35 monolingual infants and toddlers. The ma-

terials that were employed in order to assess participants’ vocabulary sizes were normed 

English parent report instruments and their Spanish versions. Depending on the particular 

report form, the parent was supposed to “mark the words that their child spontaneously 

produces”, or “to mark words their child produces and comprehends as well as words only 

comprehended” (Zurer Pearson et al. 1993: 99). In contrast to the implications of Ben-

Zeev’s (1977) exploration, the results obtained by Zurer Pearson and colleagues (1993) 

demonstrate that “bilingual children’s ability to understand two languages may be compa-

rable in each language to monolingual children’s” (Zurer Pearson et al. 1993: 113). When 

the number of words produced was calculated for each language separately, the perfor-

mance of the monolinguals was better; however, when the production of the bilinguals was 

calculated for both languages together, the vocabularies of the two groups were found to be 

similar. Discussing this finding, Zurer Pearson and colleagues (1993) make the important 

point that the decision whether to employ single- or double-language measures of bilingual 

children’s skills is not made once for all, but will depend on the purpose of each particular 

exploration. 

Different results were obtained by Mahon and Crutchley (2006), who have found 

that the vocabulary span of bilingual children is smaller in each of their languages than that 

of their monolingual peers. However, the authors themselves note that their findings “must 

be treated cautiously because of the limited sampling frame” (Mahon and Crutchley 2006: 

1). A more comprehensive study into these problems has been conducted by Bialystok and 

colleagues (2010), who tested as many as 1738 participants, aged between 3 and 10 years. 

In this sample, “772 children were English monolingual speakers and 966 were bilingual 

speakers” (Bialystok et al. 2010: 526).162 These children were administered the PPVT-III – 

 
162 The authors of the study recruited the participants from multiple “studies conducted by the first author over 

a period of five years” (Bialystok et al. 2010: 526). Nonetheless, the bilinguals all fulfilled strictly laid out 

selection criteria: they received school education in English and used “a non-English language at home with 

family members” (Bialystok et al. 2010: 526). They were, moreover, fluent in that language as well as in 

English, and had direct contact with both of these languages on a day-to-day basis. To ensure a representative 

sample, Bialystok and colleagues (2010) excluded learners of English as a second language from their analy-

sis. 
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the third edition of the Peabody Picture Vocabulary Test (Dunn and Dunn 1997). The re-

sults demonstrated that the monolinguals significantly outperformed their bilingual peers 

“at every age comparison” (Bialystok et al. 2010: 526). To further explore this problem, 

Bialystok and colleagues (2010) decided to take a closer look at the bilingual sample. The 

authors had precise information as to the non-English language spoken by the bilinguals for 

about two-thirds of this population. Aiming to differentiate between these children’s lin-

guistic and cultural backgrounds, the authors divided them into two major subgroups: 

speakers of an East Asian language, and speakers of a non-Asian language, encompassing 

329 and 247 children, respectively.163 The PPVT-III scores obtained by these two groups of 

children were compared to one another, and to the score obtained by the monolinguals. The 

results found no difference between the two bilingual groups; however, a significant differ-

ence was obtained between each of these two groups and the monolingual group. As the 

next step, Bialystok and colleagues (2010) checked whether the vocabulary difference was 

consistent across the two major contexts of language use: the home and school environ-

ments. To this end, the authors conducted an item analysis of the words in the PPVT-III, 

assigning them to either the “home” or “school” category.164 Data from 161 participants 

were then re-analysed in terms of these two vocabulary subsets. The results showed that the 

monolinguals were familiar with more words from the home category than were the bilin-

guals. However, for the vocabulary from the school category, the performance of the two 

groups was – as the authors put it – “more comparable” (Bialystok et al. 2010: 529f.). 

Bilingual deficit in receptive vocabulary has also repeatedly been reported for adult 

speakers, though, as pointed out by Bialystok (2009: 4) – “the measure in this case is not 

usually vocabulary size but rather access to vocabulary, or lexical retrieval.” Studies by 

Roberts and colleagues (2002), Gollan and colleagues (2005) and Bialystok and colleagues 

(2008) have found bilinguals to be slower than monolinguals on picture naming. Parker 

Jones and colleagues (2012), who performed an fMRI study of mono- and bilinguals en-

gaged in picture naming and reading, report that compared with monolingual speakers, bi-

 
163 Bialystok and colleagues (2010: 528) provide two reasons for their decision to use such a non-typological 

distinction. Firstly, it allowed them to obtain large samples of relatively comparable size. Secondly, the au-

thors wanted to address a recent claim made by certain scholars, including Lewis and colleagues (2009), ac-

cording to whom it may be “East-Asian culture, rather than bilingualism, [that] is responsible for the perfor-

mance differences reported in studies comparing monolingual and bilingual children” (Bialystok et al. 2010: 

528). 
164 To be precise, the classification was not performed on all PPVT-III words, but on “all the items from sets 

1–10 of the test” (Bialystok et al. 2010: 528). 



 154 

lingual speakers “have increased activation in 5 left frontal and temporal [brain] regions 

when they name pictures or read words aloud in a single language context” (Parker Jones et 

al. 2012: 899), a result that has been obtained for both languages spoken by the bilingual 

participants. The authors consider this increased activation to be indicative of greater pro-

cessing effort: bilinguals experience “greater demands on the processes of word retrieval, 

articulation, and postarticulatory monitoring that are in common with word processing in 

monolinguals” (Parker Jones et al. 2012: 901). This is not surprising given the findings of 

Kaushanskaya and Marian (2007), who – having conducted two eye tracking experiments 

with Russian-English bilinguals performing a picture-naming task – conclude that “nontar-

get-language information is processed during a target-language task” (Kaushanskaya and 

Marian 2007: 119).165 Such activation of both languages has to bear upon the performance 

of bilinguals, and its effects are by no means restricted to picture naming; they have been 

demonstrated for a wide array of tasks. For instance, it has been repeatedly reported that 

bilinguals perform more poorly than monolinguals on verbal fluency measures (Rosselli et 

al. 2000; Gollan et al. 2002; Portocarrero et al. 2007; Sandoval et al. 2010). Ransdell and 

Fischler (1987) note that their bilingual participants were slower than the monolingual 

group in making lexical decisions – an effect obtained for both words and nonwords. Simi-

lar results were reported earlier by Soares and Grosjean (1984), who explored lexical ac-

cess in fluent Portuguese-English bilinguals and in English monolinguals with the use of an 

on-line lexical decision task. The bilingual participants of the study “were tested in two 

distinct speech modes: a monolingual, English or Portuguese, speech mode, and a bilingual, 

codeswitching, speech mode” (Soares and Grosjean 1984: 380). The results demonstrated 

that the bilinguals were slower at identifying nonwords, regardless of the mode of the task. 

The situation was more complex for word targets: here, the bilinguals took longer to re-

spond to code-switched items – that is, to the items that were presented in the bilingual 

mode. However, the two groups were just as quick in responding to word items that were 

presented in the monolingual mode. The authors conclude that “bilinguals cannot totally 

deactivate their other language” and “search both lexicons when confronted with non-

words” (Soares and Grosjean 1984: 380) – hence the extended duration of lexical access. 

 
165 This is by no means a novel finding. Ample research has documented that “fluent bilinguals show some 

(…) activation of both languages and some interaction between them at all times, even in contexts that are 

entirely driven by only one of the languages” (Bialystok et al. 2012: 241). 
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The consequences of having two languages activated are not restricted to experi-

mental psycholinguistic tasks; bilinguals experience them on a routine basis in their every-

day language use. Among the examples are tip-of-the-tongue states. The tip-of-the-tongue 

experience, abbreviated TOT, is a “type of speech error in which a word retrieval failure is 

coupled with a strong feeling of knowing and often with a considerable sense of frustration 

at the inaccessibility of the desired word” (James and Burke 2000: 1378). TOTs “appear to 

be a universal experience” (Schwartz 1999: 379) that “occur[s] on a regular basis” (Gollan 

and Silverberg 2001: 63). Their approximate incidence in monolinguals is around once a 

week, an estimate that has been calculated for natural settings (Reason and Lucas 1983). 

The situation is different in laboratory settings, where TOTs “occur on about 10-20% of 

attempts to retrieve low-frequency targets” (Gollan and Silverberg 2001: 63). TOTs are 

believed to be more common in older age (Burke et al. 1991; Heine et al. 1999); more im-

portantly, however, it has also been found that bilinguals experience them more often than 

monolinguals do. Gollan and Silverberg (2001) obtained this result with proficient Hebrew-

English bilinguals and matched English monolingual controls. These authors also found 

that – apart from bilingualism – there were two other factors that influenced TOT inci-

dence: one was age, with younger participants experiencing more TOTs, and the other was 

word frequency, with more frequent words causing fewer TOTs. Importantly, this last ef-

fect was far more robust among the bilinguals. Another interesting study into TOTs in 

mono- and bilinguals has been conducted by Gollan and Acenas (2004: 246). These authors 

carried out two experiments in which they compared bilinguals to matched monolingual 

controls.166 In Experiment 1, they tested Spanish-English bilinguals “who learned both lan-

guages at an early age but who spent most (or all) of their lives immersed in an English-

speaking environment” (Gollan and Acenas 2004: 249). In Experiment 2, the researchers 

tested Tagalog-English bilinguals “who had spent a more balanced number of years living 

in both English- and Tagalog-speaking environments” (Gollan and Acenas 2004: 249). The 

 
166 The authors admit that the participants of the control groups in their study “were not purely monolingual”, 

as “many [of them] studied another language in school” (Gollan and Acenas 2004: 249). The criterion for 

monolingualism used by Gollan and Acenas (2004: 249) was “not [being] fluent in any language other than 

English.” The researchers point out that selecting pure monolinguals may be undesirable, as it is fraught with 

the risk of arriving at a control group which displays systematic differences from the studied bilingual group. 

Here, Gollan and Acenas (2004: 249) give the example of individuals who shun language study, a behaviour 

which may be indicative of “a subtle or even obvious cognitive disadvantage or deficit.” 
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stimuli employed in the study were pictures that had cognate and noncognate names.167 The 

results found that overall, bilinguals had approximately twice as many TOTs as did the 

monolinguals – a statistically significant result that was consistent for both experiments. 

However, when the obtained data were analysed in terms of stimulus type, a slightly differ-

ent pattern emerged: “[b]ilinguals had more TOTs than did monolinguals unless the target 

pictures had translatable cognate names, and bilinguals had fewer TOTs for noncognates 

they were later able to translate” (Gollan and Acenas 2004: 246). Drawing on the incidence 

of TOTs elicited by the same target pictures from the monolingual participants, Gollan and 

Acenas (2004) conclude that the obtained cognate facilitation effects cannot be an artifact 

of the stimuli used and postulate that compared with monolinguals, bilinguals have less 

ability “to activate representations specific to each language” (Gollan and Acenas 2004: 

246). 

The performances of mono- and bilinguals have been compared on yet another im-

portant area of language processing. Rogers and colleagues (2006) devised an experiment 

in which they explored how bilingualism, noise and reverberation affected the speech per-

ception of normal-hearing listeners. These authors administered a monosyllabic word 

recognition task to monolingual American English speakers and Spanish–English bilin-

guals.168 The testing was carried out in three experimental conditions: in quiet, in noise, and 

in noise with reverberation. The results demonstrated that the bilinguals obtained signifi-

cantly lower recognition scores than the monolinguals did – a finding that was obtained 

both in the noisy and in the simulated noisy and reverberant environments. In quiet, how-

ever, the scores of the mono- and bilinguals did not differ, as both groups reached ceiling 

performance. Drawing on these findings, Rogers and colleagues (2006: 476) conclude that 

even though “early bilinguals have little difficulty understanding quiet speech, they are less 

able than monolingual listeners to tolerate acoustic degradations typical in everyday listen-

ing environments.” 

Taken together, the findings discussed here demonstrate that being bilingual confers 

an advantage that comes at a certain cost – that of “increased demands on word retrieval 

and articulation, even in simple picture naming and reading tasks” (Parker Jones et al. 

 
167 Gollan and Acenas (2004: 246) define cognates as “translation equivalents that are similar in form.” One 

example that the authors give is the word “vampire, which is vampiro in Spanish”; the example that they give 

of a noncognate name is “funnel, which is embudo in Spanish” (Gollan and Acenas 2004: 246). 
168 The bilinguals who participated in this study “had learned English prior to 6 years of age and spoke Eng-

lish without a noticeable foreign accent” (Rogers et al. 2006: 465). 
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2012: 901). Indeed, as pointed out by Bialystok and colleagues (2012: 241), “the simple act 

of retrieving a common word is more effortful for bilinguals.” However, there are other 

areas in which bilinguals have been found to be far more skilled than their monolingual 

peers. One of the best documented of these is cognitive flexibility. 

3.3.2.3. Cognitive flexibility and executive function 

The term “cognitive flexibility” was first used with reference to bilinguals by Peal and 

Lambert (1962), whose study is currently considered “pivotal in research on bilingualism 

and cognitive functioning” (Baker 2001: 141).169 The researchers thoroughly re-examined 

earlier studies into the link between bilingualism and intelligence, paying special attention 

to methodological concerns. Doing so, they demonstrated that the authors of previous ex-

plorations tended to define their bilingual populations “at best inadequately and at worst 

totally haphazardly and arbitrarily” (Bee Chin and Wigglesworth 2007: 189). To address 

this research problem more adequately than their predecessors did, Peal and Lambert 

(1962) conducted an extensive and carefully controlled study with 364 participants – ten-

year-old170 schoolchildren attending six middle-class171 French schools in Montreal. These 

participants filled out a questionnaire, as well as several tests that were aimed at determin-

ing their degree of bilingualism. In addition, they provided self-ratings of their ability to 

speak, read, write, and understand English. On the basis of these data, the children were 

then classified into three major groups: monolinguals, bilinguals, and “a third group which 

could not be unambiguously classified as either monolingual or bilingual” (Peal and Lam-

bert 1962: 8). It is only the children from the first two groups – 75 monolinguals and 89 

bilinguals – that took part in the subsequent stages of the study, in which they were admin-

istered three different intelligence tests measuring verbal as well as nonverbal skills, and a 

series of different measures of attitude. The results demonstrated that there was not a single 

subtest whose results would point to monolingual superiority: “[o]n certain subtests of the 

nonverbal type there were no significant differences between the groups, while on others, 

both nonverbal and verbal, the bilinguals performed better in differing amounts” (Peal and 

 
169 This is not to say that the study had no limitations; these will be discussed later in the section. 
170 The criterion here was age, and not school grade. 
171 As classified by the School Commission. 
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Lambert 1962: 12). One of the questions that these results raised was “why (…) the bilin-

guals [did] not do better on all the different nonverbal subtests” (Peal and Lambert 1962: 

13). In order to clarify this issue, Peal and Lambert (1962) drew on the observation made 

by Anastasi (1961: 253), who points out that various non-language tests differ with regard 

to how much they rely on “spatial and perceptual functions, as contrasted to the symbolic 

manipulation of abstract relations, concepts, and factual information.” While certain 

measures “stress spatial and perceptual factors almost to the exclusion of other functions”, 

she posits, other “employ a greater proportion of items calling for ideational or symbolic 

responses” (Anastasi 1961: 253). In light of this, Peal and Lambert (1962) divided the em-

ployed tests into two groups, depending on the demands that these materials placed on the 

participants: thus, there were tests with spatial-perceptual requirements, and those with 

symbolic reorganisation requirements. When the researchers re-examined the obtained data 

in view of task demands, they found that the bilingual advantage was found only on those 

nonverbal tasks that relied on concept formation or – as they put it – “symbolic 

ʻflexibility’” (Peal and Lambert 1962: 14).172 The authors proposed several hypotheses to 

account for this finding. One is that “bilinguals, because of their training in two languages, 

have become more adept at concept formation and abstract thinking than the monolinguals” 

(Peal and Lambert 1962: 14). Another possibility is that individuals using two languages on 

a daily basis “may have developed more flexibility in thinking” (Peal and Lambert 1962: 

14), which is all the more probable given their training in switching between the two lan-

guages. Moreover, bilinguals, being immersed in two different cultures, are likely to have 

amassed more diverse experiences than their monolingual peers – and a richer and more 

robust environment may be translated into improved performance on nonverbal tasks (Peal 

and Lambert 1962: 15). 

Although Peal and Lambert’s (1962) study was strictly controlled, it nevertheless 

had some methodological limitations. Baker (2001: 141) lists four weaknesses that “need to 

be (…) considered before accepting the research at its face value.” The first of these prob-

lems is that the bilingual sample tested by Peal and Lambert (1962) cannot be generalised 

to a larger population – the more so as the results were obtained with only a part of the 

original sample. In addition, as pointed out by Baker (2001: 141), the bilinguals that partic-

 
172 In their use of the term “flexibility”, Peal and Lambert (1962) drew from Ahmed (1954: 23), who – argu-

ing for the separate status of spatial visualisation and mental manipulation – wrote about “mental flexibility 

which is involved in the process of mentally reorganizing the elements of a problem or situation.” 
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ipated in the study were all balanced bilinguals – a group which could be unique “in terms 

of their motivation, aptitude for languages, cognitive abilities and attitudes”, as well as in 

terms of their general intelligence.173 The next problem noted by Baker (2001: 141) is – as 

this author puts it – “the chicken and egg problem”: when research findings point to the 

existence of a positive correlation between bilingualism and intelligence, this tells us noth-

ing about the causal relationship between the two phenomena. It may be the case that using 

two languages has a facilitative effect on intelligence; however, it may also be that that 

highly intelligent individuals are just more likely to become bilingual than are their less 

intelligent peers. There is also a third possibility: “(t)he relationship may (…) be such that 

one is both the cause and the effect of the other” (Baker 2001: 141). The final problem 

listed by Baker (2001: 141) is related to the socioeconomic status of the children who took 

part in Peal and Lambert’s (1962) study. These authors tried to control the differences in 

participants’ socioeconomic class; however, this solved only part of the problem.174 Draw-

ing on Cummins (1976, 1984) and MacNab (1979), Baker (2001: 141) points out that level-

ling out the differences in children’s socioeconomic class does not mean levelling out the 

differences in their home environments. Being a “rough, simple and very partial measure” 

(Baker 2001: 141), the criterion of socioeconomic class is not sensitive enough to capture 

the variability that exists in the environmental backgrounds of monolingual children. Such 

variability is likely to be even greater among bilingual and bicultural children, and it needs 

to be remembered that one’s home environment – family values and attitudes – are not 

without impact when it comes to one’s intellectual development. Hence, it appears that the 

results obtained by Peal and Lambert (1962) would be more reliable if these authors con-

trolled participants’ socioeconomic status in addition to socioeconomic class. 

Despite the weaknesses of Peal and Lambert’s (1962) research, their study “marked 

a major watershed in the history of bilingual research” (Bee Chin and Wigglesworth 2007: 

59): these authors were the first to express an unequivocally positive view of the cognitive 

consequences of bilingualism, and to do so with confidence – drawing on experimental 

results obtained with a carefully controlled population. Peal and Lambert’s (1962) study is 

 
173 Here, Baker (2001: 141) speculates that balanced bilinguals could be “a special group of children who 

have a higher IQ that is due not only to owning two languages, but due to other factors as well (e.g. parental 

values and expectations)”; this possibility cannot be ruled out. 
174 Although Peal and Lambert’s (1962) participants all attended middle-class schools, a significant difference 

was found between the socioeconomic level of the mono- and bilinguals. To equate the groups on SES, the 

authors performed separate analyses on “a small sample having equal numbers of bilinguals and monolinguals 

in each of seven socioeconomic status categories” (Peal and Lambert 1962: 10). 
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also significant for another reason – and one that is more important to our current discus-

sion: the conclusions drawn by these authors seem to have been in the right direction. As 

has been discussed earlier, one of the findings that drew Peal and Lambert’s (1962) atten-

tion was that bilingual superiority was obtained only on some of the nonverbal tasks, which 

turned out to be those relying on symbolic manipulation – an ability that Peal and Lambert 

(1962) referred to as “mental flexibility”. Interestingly, a growing body of research is being 

accumulated which shows that “bilinguals at all ages demonstrate better executive control 

than monolinguals matched in age and other background factors” (Bialystok et al. 2012: 

241). Broadly understood, “’executive functions’ is an umbrella term for functions such as 

planning, working memory, inhibition, mental flexibility [sic!], as well as the initiation and 

monitoring of action” (Chan et al. 2008: 201). Executive functions are involved in activities 

such as multi-tasking, sustained attention, and high order thought (Bialystok et al. 2012: 

241). The neural wiring underlying executive functions is “centred in the frontal lobes” 

(Bialystok et al. 2012: 241); here, a special role is played by the prefrontal cortex (hence-

forth PFC), which is “uniquely positioned to coordinate executive skills as they share asso-

ciated circuitry with all other major functional systems of the brain” (De Luca and Leventer 

2010: 25). Executive functions emerge relatively late in childhood, “[continue] to develop 

into adolescence, with possibly a focus during adolescence on fine tuning skills acquired 

during the rapid changes during the elementary school years” (Best et al. 2011: 335), and 

decline early as people age (Bialystok et al. 2012: 241).175 

The evidence that has been accumulated for the bilingual advantage in executive 

control spans a range of methods choices. Studies conducted with children have demon-

strated that bilinguals master the ability to solve problems that involve contradictory or 

ambiguous information at a younger age than monolinguals do. Among these explorations 

are the studies by Bialystok (1999) and by Bialystok and Martin (2004), both of which em-

ployed Zelazo and colleagues’ (1996) dimensional change card sort task. In this task, par-

ticipants are presented with stimuli that have two properties; in the study by Zelazo and 

colleagues (1996), these were laminated cards with pictures that differed in colour or shape. 

Participants are first asked to sort the stimuli according to one dimension, and then – im-

mediately after – to sort them again; this time, however, according to the other dimension. 

 
175 The fact that executive functions emerge late is not surprising given that the frontal lobes are the latest 

maturing brain regions. Although the PFC starts to develop already before birth, in a woman’s uterus, it is 

well into adulthood that “its complex connections both within the frontal lobes and to other brain areas con-

tinue to remodel and mature” (De Luca and Leventer 2010: 25). 
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What typically happens in children who are under 4 or 5 is that they keep sorting the cards 

according to the first dimension at the second turn, and they do so even though they are 

perfectly able to state the new rule. This difficulty stems from the fact that the second time 

round, children have to focus on the new dimension and to disregard the old one – and the 

latter is not only still present, but also highly salient, as it was relevant shortly before (Bi-

alystok 2009: 5). As postulated by Bialystok and Martin (2004), the demands of this task 

resemble those that bilinguals are well familiar with. Here, the authors draw on an earlier 

article, in which Bialystok (1988), focussing on task demands, proposed a framework for 

relating levels of bilingual proficiency to performance on different types of metalinguistic 

tasks, and reported two relevant studies. She hypothesised that bilingual children would be 

more apt than their monolingual peers at “metalinguistic tasks requiring high levels of con-

trol of processing and that fully bilingual children would perform better than partially bilin-

gual children on tasks requiring high levels of analysis of knowledge” (Bialystok 1988: 

560). The obtained findings were highly in line with these hypotheses. In her further analy-

sis of studies into mono- and bilinguals’ metalinguistic awareness, Bialystok (2001b) con-

cluded that the contradictories in research findings could only be resolved when analysed in 

terms of “the primary demands imposed by each set of tasks” (Bialystok 2001b: 179). 

Therefore, she grouped the different tasks into two major categories, depending on the cog-

nitive process that the task relied on: tasks requiring detailed knowledge, and therefore 

“high in their demand for analysis of representations”, and those involving contradictory 

information, and hence “high in their demand for control of attention” (Bialystok 2001b: 

180). According to Bialystok (2001b), it is the second of these processes – control of atten-

tion – that bilinguals are particularly good at. It is both of these processes, however, that are 

required for a successful performance at Zelazo and colleagues’ (1996) dimensional change 

card sort task – and this, in turn, is what makes this task perfect for studying executive con-

trol in bilinguals. As postulated by Bialystok and Martin (2004: 327), the representational 

demands linked with arriving at a suitable interpretation of the rule structure of the sort are 

a lot like those that bilinguals are faced with when they select their language: “the selection 

(…) is determined by contextual instructions or circumstances.” The control demands 

linked with suppressing attention to an obsolete feature and directing focus at another fea-

ture of the same stimulus are like “the processes in which bilingual children have been 

shown to excel” (Bialystok and Martin 2004: 327). In her seminal study, Bialystok (1999) 

found that the performance of the bilingual children at solving Zelazo and colleagues’ 
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(1996) dimensional change card sort task was about one year ahead of that of the monolin-

guals. The author considered this advantage to be attributable to bilinguals’ superiority in 

inhibition of attention. This problem was further explored by Bialystok and Martin (2004), 

who conducted a series of three studies. In the first study, mono- and bilingual pre-

schoolers were presented with four variations of the original task that differed with regard 

to the representational demands of both the sorting rules and the stimuli. Here, the results 

demonstrated a bilingual advantage on those experimental conditions that posed moderate 

representational demands, and not on a more demanding one. In the second and third study, 

the bilingual participants were found to outperform their monolingual peers when the target 

features were perceptual properties of the stimulus, such as colour. When the target features 

were semantic properties – category classifications, such as “toy”, then the performances of 

the two groups were equivalent. Drawing on these findings, the authors conclude “that bi-

linguals have better inhibitory control for ignoring perceptual information than monolin-

guals do but are not more skilled in representation” (Bialystok and Martin 2004: 325). Im-

portantly, this interpretation of the results is consistent with the findings of Bialystok’s 

(1999) earlier study. 

The dimensional change card sort task was also employed by Okanda and col-

leagues (2010) to explore the link between language and cognitive shifting. Here, the au-

thors were mostly interested in the effects of “second language experiences from infancy as 

well as individual differences in monolingual language experience” (Okanda et al. 2010: 

68), and hence, three groups of participants were studied: Japanese-French bilingual chil-

dren, monolingual children matched on age and verbal ability, and monolingual children 

matched on age, but with higher verbal ability.176 The results demonstrated that the bilin-

gual children and the children with higher verbal ability (monolinguals) performed signifi-

cantly better than the monolinguals that were matched on verbal ability. Okanda and col-

leagues’ (2010) finding of bilingual superiority on the dimensional card sort task replicates 

those obtained by Bialystok (1999) and by Bialystok and Martin (2004). In addition, their 

study has demonstrated that “individual differences in language experience may affect the 

development of executive function” (Okanda et al. 2010: 75). 

 
176 In Okanda and colleagues’ (2010) study, the two monolingual groups were referred to as VC monolingual 

group, and C monolingual group, respectively; the same labels will be employed throughout the present dis-

cussion. 
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The dimensional card sort task is by no means the only task that has been employed 

to study mono- and bilinguals’ executive control. Another such task is the Simon task, de-

signed to explore the impact of stimulus location on the processing of visual information. In 

this task, participants are seated in front of a monitor screen and a response keyboard with 

two buttons. On the screen, stimuli are flashed – one at a time – which differ with regard to 

a target feature, which typically is stimulus colour, and with regard to an irrelevant feature, 

which is stimulus location – on either the left or the right side of the screen. Participants are 

supposed to press the left response key when they see a stimulus of one colour, and the 

right response key when they see a stimulus of a different colour. The combination of the 

two dimensions – stimulus colour and location – “creates trials that are congruent, because 

both features converge on the same response, or incongruent because they indicate contrary 

responses” (Bialystok 2009: 6). In addition, the presentation of the congruent and incon-

gruent trials is normally carried out in a mixed block, with randomly sequenced items; this 

means that in order to perform this task, one has to engage the executive control processes 

for monitoring as well as those for switching (Bialystok 2009: 6). What typically happens is 

that participants respond faster and with greater accuracy when the location of the stimulus 

overlaps with that of the response assigned to it (Lu and Proctor 1995: 174) – a phenome-

non referred to as the Simon effect.177 As pointed out by Bialystok (2009: 5f.), “the Simon 

task (…) incorporates the type of conflict that is more easily resolved by bilinguals and 

illustrates their advantage in executive processing.” It is, therefore, not surprising that bi-

linguals of all ages have been found to outperform their monolingual peers on the various 

adaptations of this task. In their study conducted with mono- and bilingual children, Mar-

tin-Rhee and Bialystok (2008) found a bilingual advantage on “complex tasks requiring 

control over attention to competing cues (interference suppression)”; this advantage was 

not obtained on tasks that required “control over competing responses (response inhibi-

tion)” (Martin-Rhee and Bialystok 2008: 81). A different age group was studied by Bi-

alystok (2006): here, the participants were young adults who were either mono- or bilin-

 
177 Both the task and the effect owe their name to J. Richard Simon, who – together with James D. Wolf – first 

obtained and described this effect in 1963, in their study into “the role of spatial cues in determining the effec-

tiveness of control-display relationships, and (…) the effect of ageing on perceptual-motor performance” 

(Simon and Wolf 1963: 99). However, it is another of Simon’s studies that is typically considered to be the 

first actual presentation of the Simon effect: the 1967 study, in which Simon and Rudell (1967) asked partici-

pants to “[press] the right- or left-hand key in response to the words ʻright’ or ̒ left’ which were presented to 

the right or left ear” (Simon and Rudell 1967: 300). The results demonstrated significantly faster response 

latencies for stimuli whose content was consistent with the ear stimulated. 
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gual, and who either did or did not have “extensive practice playing computer video 

games” (Bialystok 2006: 68). Interestingly, the results demonstrated that both bilingualism 

and experience with playing video games affected participants’ performance; however, 

each of these variables had impact on its different aspect. The players were found to be 

faster in the majority of experimental conditions. Bilinguals, in turn, were faster in only one 

– the most complex – condition, which “required the most controlled attention to resolve 

conflict from the position and the stimulus” (Bialystok 2006: 68). Thus, the bilingual ad-

vantage observed here was obtained on the experimental condition that imposed greatest 

demands on executive function. Bialystok and colleagues (2004) sought to determine 

whether the bilingual advantage in cognitive control “persists for adults and whether bilin-

gualism attenuates the negative effects of aging on cognitive control in older adults” (Bi-

alystok et al. 2004: 290). In their study, these authors tested mono- and bilingual middle-

aged and older adults in three experiments employing the Simon task. The results demon-

strated that “adult bilinguals performed more efficiently than their monolingual counter-

parts” (Bialystok et al. 2004: 301) – a finding that was consistent across all three experi-

ments. Bilinguals in both age groups were not only faster at responding to both the 

congruent and incongruent types of trials, but they also generated smaller Simon effects, 

which points to “less disruption from the incongruent items regardless of speed” (Bialystok 

et al. 2004: 301). The bilinguals were, moreover, faster to respond to those experimental 

conditions which were associated with greater working memory demands. Interestingly, the 

bilingual advantage was always found to be greatest for participants belonging to the older 

age group. The authors conclude from this that the cognitive benefits associated with bilin-

gualism that were earlier observed for children are preserved into adulthood, and that it 

may be the case that bilingualism constitutes a protective shield against the decline of ex-

ecutive processes that is associated with normal aging178. 

Yet another task that has been employed to study the differences in mono- and bi-

linguals’ executive function is the child Attention Network Test (henceforth, ANT), “a 

child-friendly version of the classic flanker task” (Barac et al. 2014: 703). The original 

flanker task was designed by Eriksen and Eriksen (1974), who were interested in the effects 

of noise letters on one’s ability to identify target letters in a nonsearch task. In their study, 

participants looked at a display on which a target letter appeared, always in the same loca-

 
178 We will get back to this issue in the following sections. 
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tion, and were supposed to “ignore any and all other letters that might appear simultaneous-

ly with the target” (Eriksen and Eriksen 1974: 144). They were asked to press one lever if 

the target letter was an H or K, and another, if it was an S or a C. The target letter was 

flashed alone on the screen in two control conditions; for all the remaining trials, the target 

letter “was always flanked on either side by three noise letters” (Eriksen and Eriksen 1974: 

144) – these were the different noise conditions. In addition to this, Eriksen and Eriksen 

(1974) also manipulated the spacing between the letters flashed on the display. It needs to 

be remembered that the stimuli on a flanker task do not necessarily need to be letters; num-

bers, patches of colour, or arrows may be used just as well, as long as these enable creating 

three major stimuli types: congruent, or compatible, where the flankers direct the partici-

pant towards the same response as the target does; incongruent, or incompatible, where the 

flankers direct the participant towards the response that is opposite of the one that the target 

does; and neutral, where the flankers do not interfere with the response prompted by the 

target. What typically happens in this kind of task is that participants respond faster on 

congruent, and slower on incongruent trials. As the classic flanker task, using letters or ar-

rows, is not particularly child-friendly, Rueda and colleagues (2004), in their study into 

attention in children, adapted this task for their young participants, replacing the numbers 

or arrows with colourful pictures of fish, pointing to the right or left direction.179 This test, 

referred to as the child ANT, was employed by a number of researchers interested in com-

paring the performances of various groups of children. Mezzacappa (2004), who did not 

address the impact of bilingualism directly, studied children from Chicago, who differed 

with regard to ethnic or racial identification (African American, Caucasian or Hispanic), 

gender (girls and boys), and socioeconomic status (low, middle, and high strata). Overall, 

and – perhaps – not surprisingly, older children and socially advantaged children were 

found to be more proficient in terms of overall accuracy and speed of responding. In addi-

tion, older children, socially advantaged children, African American, and Hispanic children 

were found to have better resisted “the interference of competing demands” (Mezzacappa 

2004: 1373). The author makes an interesting point with reference to the proficient perfor-

mance of one particular group of participants: “one factor that may have helped some His-

panic children perform proficiently on tests of executive attention is exposure to two lan-

 
179 To be precise, Rueda and colleagues (2004) adapted the Attention Network Test (ANT), which was de-

vised by Fan and colleagues (2002: 340) in order to “evaluate alerting, orienting, and executive attention 

within a single 30-min testing session that [could] be easily performed by children, patients, and monkeys.” 
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guages” (Mezzacappa 2004: 1384). Expanding on this, he notes that although he did not 

test these children’s bilingual competence, “69% of Hispanic primary caregivers reported 

speaking mostly or only Spanish to their children in the home” (Mezzacappa 2004: 1384). 

Thus, it is the bilingual experience that may have aided these participants’ performance on 

the flanker task. 

The problem of the bilingual advantage on the flanker task received more attention 

from Yoshida and colleagues (2011), who studied mono- and bilingual three-year-olds with 

similar vocabulary development. These authors hypothesised “that bilingual children, be-

cause of their history in learning two languages and more advanced attentional control 

[might] be better lexical learners in some tasks” (Yoshida et al. 2011: 1). To address this 

issue empirically, the researchers employed Rueda and colleagues’ (2004) child version of 

the ANT test, as well as an artificial adjective-learning task. The results demonstrated that 

only the bilinguals performed above chance level at the adjective-learning task, a finding 

that “show[ed] for the first time an advantage for bilingual children over monolingual chil-

dren in mapping a novel adjective to a novel property” (Yoshida et al. 2011: 6). This activi-

ty is “known to be difficult for young children across languages” (Yoshida et al. 2011: 8), 

and the difficulty is often associated with children’s tendency to interpret novel words as 

nouns – labels for objects, rather than their properties.180 The results from the ANT test 

were not very different: the bilingual children were significantly more accurate than their 

monolingual peers. They were also faster; however, the difference in reaction times failed 

to reach statistical significance. Discussing these findings, Yoshida and colleagues (2011: 

9) propose that the advanced control of attention that they observed in the bilingual chil-

dren is likely to be the effect of “several different components of language learning and 

use, including learning two lexicons, managing the contexts of language use, and managing 

lexical access.” 

Another study in which the child ANT was employed for the study of executive at-

tention was conducted by Yang and colleagues (2011), who aimed at researching the con-

sequences of bilingualism in terms of cognitive development. The first step of these authors 

was “to dissociate bilingualism effects from other possible socio-cultural effects related to 

geography and general SES” (Yang et al. 2011: 413). Here, the researchers were motivated 

by findings indicating that one’s cultural context impacts the development of his or her 

 
180 This problem is reviewed and explored in detail in Gasser and Smith (1998). 



 167 

executive function.181 To be able to account for such cultural differences, Yang and col-

leagues (2011) tested as many as four groups of participants; in addition to four-year-old 

developing Korean-English bilinguals living in the United States of America, they recruited 

three different monolingual control groups, two of which – English (E) and Korean (K) – 

encompassed children living in the USA, and one – Korean (ROK) – those living in the 

Republic of Korea. The rationale behind choosing such groups of participants was that 

there exist significant cultural differences between Korea and the U.S.: while children liv-

ing in the former environment are likely to be taught the importance of restraint and self-

control, their peers growing up in the latter environment are more likely to be nurtured in 

the principles of independence and self-expression (Chao and Tseng 2002). The partici-

pants were administered the PPVT-III (Dunn and Dunn 1997) as a measure of receptive 

vocabulary, and were then given the child version of the ANT. The results showed that alt-

hough the bilinguals participating in the study “were still developing balanced bilingualism 

and English was their weaker language” (Yang et al. 2011: 419), they turned out to be the 

fastest and most accurate of all groups when it came to overall executive attention accuracy 

and reaction time. Moreover, the authors also found that the bilingual advantage related 

with simultaneous management of two languages “superseded potential culture benefits 

that may be built upon the East Asian values of disciplined behavior and behavioral regula-

tion (…) at the same time that [their] results replicated these cultural benefits on develop-

ment of executive attention” (Yang et al. 2011: 419f.). 

So far, we have been discussing the bilingual advantage in executive function large-

ly in terms of the different tasks that have been employed in its study. However, it needs to 

be remembered that, as indicated by recent research (Garon et al. 2008), “the executive 

function is not unitary[, but] instead, it consists of several components” (Okanda et al. 

2010: 68). Hence, it seems reasonable to explore the executive function in terms of its dif-

ferent components. Driven by this very idea, Carlson and Meltzoff (2008) conducted a 

comprehensive study, in which they employed an executive function battery which com-

prised as many as nine different tasks.182 In their discussion of the demands posed by these 

tasks, Carlson and Meltzoff (2008) draw on the distinction between “conflict” and “delay 

 
181 For an overview of these problems, see the chapter by Lewis and colleagues (2009), in which they postu-

late that “social and executive skills are underpinned by key cultural processes” (Lewis et al. 2009: 69). 
182 In their paper, Carlson and Meltzoff (2008: 284) point out that “[e]xecutive function is a multifaceted set 

of skills” and that it is a serious limitation of earlier studies that they used only “a small number of executive 

function measures (…), thus making it difficult to examine the specificity of the effect.” 
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tasks” made by Carlson and Moses (2001).183 Conflict tasks are those which “require chil-

dren to respond a certain way in the face of a highly salient, conflicting response option”, 

while delay tasks are those which “measure children’s ability to delay, temper, or altogether 

suppress an impulsive response” (Carlson and Moses 2001: 1033). Carlson and Meltzoff’s 

(2008: 284) executive function battery was composed in such a way so as to “tap both con-

flict (…) and delay” processes. The first executive function task that the researchers em-

ployed in the study was Hammill and colleagues’ (1997) Comprehensive Test of Nonverbal 

Intelligence (CTONI), a tool “designed to assess the intellectual ability of individuals for 

whom most other mental ability tests are either inappropriate or biased” (Carlson and Melt-

zoff 2008: 288).184 CTONI is aimed at measuring “three different but interrelated nonverbal 

intellectual abilities: (1) analogical reasoning, (2) categorical classifications, and (3) se-

quential reasoning” (Wiederholt and Rees 1998: 224). Each of these skills is tested in two 

modes: with the use of familiar items, such as people, animals and toys, and with geometric 

forms which are not familiar to the participants. Thus, the CTONI is made up of six com-

ponents: “pictorial analogies, geometric analogies, pictorial categories, geometric catego-

ries, pictorial sequences, and geometric sequences” (Wiederholt and Rees 1998: 224). In 

each of these subtests, participants look at sets of pictures that pose a given type of prob-

lem, and respond by pointing to the picture that is in the correct relation to the target draw-

ings. For example, participants are presented with two drawings: of an elbow chair and of 

an armchair, and, from an array of pictures showing different pieces of furniture, they are 

supposed to point to the drawing of an object most similar to the two; here, the correct re-

sponse is the picture of a chair. Once the participants of Carlson and Meltzoff’s (2008) 

study completed the CTONI, the executive function battery was suspended, and an extra 

task – the Expressive One-Word Picture Vocabulary Test (henceforth EOWPVT) – was 

administered, so that the experimenters could “control for group differences in verbal abil-

ity” (Carlson and Meltzoff 2008: 286). Then, the battery was resumed, and the participants 

were given the next task: Zelazo and colleagues’ (1996) DCCS, together with its advanced 

version, developed by Hongwanishkul and colleagues (2005). In the advanced DCCS, the 

stimuli were the same card types as in the original task, “except that some of them had a 

gold star sticker located above the colored shape” (Carlson and Meltzoff 2008: 287). In the 

 
183 Carlson and Moses (2001) propose this distinction after analysing various measures of executive function 

that have been employed in research into pre-schoolers’ inhibitory control. 
184 In more recent studies, the revised version of the CTONI – CTONI-2 (Hammill et al. 2009: 2) is used. 
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course of the task, the experimenter demonstrated the stars to the participants, and then 

stated the rule, according to which the sorting was to be carried out: the cards with the star 

were to be sorted by colour, and those without it – by shape. The next task on the battery 

was Simon Says as originally employed by Strommen (1973). Here, participants were 

asked to follow the experimenter’s directions, but only if these were preceded by the phrase 

“Simon says”. If the experimenter did not utter the phrase, participants were supposed to 

stand still. Following this task was a short break, during which participants watched a vid-

eo. After the break, they were administered a Delay of gratification task, modelled after the 

experimental procedures described in Mischel and colleagues (1989). The task was de-

signed to measure participants’ ability to delay immediate gratification if they are to receive 

a more desirable outcome later. In Carlson and Meltzoff’s (2008) study, participants re-

ceived a greater amount of snacks if they were patient enough to wait for the reward. They 

were told that the experimenter needed to leave the room, but that they could summon him 

back using a hotel bell. If they got impatient and rang the bell, the experimenter would 

come back almost immediately, and in this case they would receive two treats. If they pa-

tiently waited in their seats for the experimenter’s return, however, then they would receive 

a more attractive reward: a large pile of ten snacks. The next task Carlson and Meltzoff’s 

(2008) participants were presented with was Kansas Reflection-Impulsivity Scale for Pre-

schoolers (henceforth, KRISP), as developed by Wright (1972). In this task, participants are 

presented with sets of drawings and are asked to pick the one that is exactly the same as the 

target item. The next task on the battery was Zelazo and colleagues’ (2002) visually cued 

recall, in which participants were presented with a puppet named Pat, shown arrays of pic-

tures of various activities that he did and did not like, and were asked to memorise those 

that he did, so as to be able to pick them out from other pictures later.185 The level of diffi-

culty increased with each trial, as every time a new array was added, and participants were 

supposed to memorise one more item than was the case in the preceding trial. Owing to its 

structure, the task makes it possible to explore updating in participants’ working memory 

(Carlson and Meltzoff 2008: 288). The next, seventh, task on Carlson and Meltzoff’s 

(2008) battery was Statue, one of the subtests on Korkman and colleagues’ (1998) Devel-

opmental Neuropsychological Assessment (NEPSY), a complex series of neuropsychologi-

 
185 In Zelazo and colleagues’ (2002) version, Pat was a female puppet. 
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cal tests.186 Statue is aimed at measuring “the ability to suppress motor action during a de-

lay” (Carlson and Meltzoff 2008: 289). Participants are asked to “stand up like a statue 

holding a flag” (Carlson and Meltzoff 2008: 289), to have their eyes closed, and to keep 

silent and motionless until the experimenter says that the time is up. Once the 75-sec delay 

is started, the experimenter creates four different distractions; any movements or sounds 

that the participants make are counted as errors (Carlson and Meltzoff 2008: 289).187 The 

last but one, eighth, task that Carlson and Meltzoff (2008) gave to their participants was 

Gift delay with cover, developed by the authors of the study. In the task, participants were 

shown a box with a present inside. They were told to refrain from peering into the box until 

the experimenter came back to the room. Performance was rated “according to the level of 

restraint shown in not attending to the box” (Carlson and Meltzoff 2008: 290). The last task 

that was performed by Carlson and Meltzoff’s (2008) participants was the child version of 

the ANT, as developed by Rueda and colleagues (2004), described earlier in the current 

discussion. Carlson and Meltzoff (2008) administered this complex battery of tasks to three 

groups of kindergarten children: bilingual children who had exposure to Spanish and Eng-

lish from birth, immersion children who attended “a language immersion public elementary 

school (...) in which [they] receive[d] instruction in multiple subjects in English for half the 

day and in either Spanish (...) or Japanese (...) for half the day” (Carlson and Meltzoff 

2008: 286), and English monolingual controls.188 The researchers obtained detailed demo-

graphic information about the participants from the children’s parents, who filled out “Fam-

ily Information and Language Background questionnaires and two questionnaires assessing 

household rules and their child’s self-control” (Carlson and Meltzoff 2008: 286). The re-

sults of a demographic analysis that was conducted on the basis of these data showed that 

the children in the bilingual group were “significantly socially disadvantaged compared to 

 
186 Korkman and colleagues (1998) developed NEPSY in order to measure the different aspects of cognitive 

functioning that are necessary for children’s developing ability to acquire and use knowledge, both in and 

outside school environment. The battery is comprised of five sections, or “functional domains”: “atten-

tion/executive function (e.g., problem solving, planning), language, visual-spatial processing, sensorimotor, 

and memory and learning” (Ahmad and Warriner 2001: 240); NEPSY-II (Korkman et al. 2007a, 2007b), the 

currently used edition of the task, has a sixth domain added: social perception. Each of the domains contains a 

group of tasks that can be used to measure the relevant skills. Statue, the task employed by Carlson and Melt-

zoff (2008), belongs to the attention/executive function domain. 
187 The distractions are “dropping a pencil, coughing, knocking on the table, and saying ʻho hum’”, and are 

performed “in [this very] order at specified intervals” (Carlson and Meltzoff 2008: 289). 
188 As is typically the case, these were not pure monolinguals, but children “with very limited exposure to a 

second language at school (…) or at home”; here, the maximum exposure was 30 minutes per week (Carlson 

and Meltzoff 2008: 286). 
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the other two groups on a number of indicators”, such as “maternal education (…), family 

income (…), and the amount of time parents read to their children” (Carlson and Meltzoff 

2008: 290). The results from measures of verbal ability demonstrated that here, too, the 

bilinguals scored significantly lower than the immersion children and the monolingual con-

trols. However, when Carlson and Meltzoff (2008) controlled for the differences in partici-

pants’ age, verbal ability and SES, the bilinguals were found to perform significantly better 

on the executive function battery than the children from both the immersion and the mono-

lingual groups, a result that was obtained by comparing the composite executive function 

scores of the three groups. Even more interesting findings were obtained at the individual 

task level. A significant effect of language group was observed on three tasks: Visually 

Cued Recall, the Advanced DCCS, and the C-TONI. The bilinguals significantly outper-

formed the immersion children on the first of these tasks and the monolinguals on the sec-

ond, and they marginally outperformed both of these groups on the last task. Reporting 

these results, Carlson and Meltzoff (2008: 292) point out that the three tasks have an im-

portant feature in common: they “all require inhibition of attention to misleading items or 

aspects of the stimuli.” To find out which particular elements of executive function may be 

enhanced as a result of bilingual exposure, the authors conducted an additional analysis of 

the data from the nine executive function tasks. The results confirmed that the bilingual 

advantage was obtained only on those tasks which involved managing conflicting atten-

tional demands. In their discussion of these findings, Carlson and Meltzoff (2008) point to 

the fact that the bilingual population in their study was disadvantaged on several levels, 

including lower SES and expressive vocabulary, and could therefore be “at risk for an 

achievement gap on a number of indices” (Carlson and Meltzoff 2008: 293). However, the 

obtained results indicate that bilinguals “may be able to compensate or achieve the same 

ends by an alternative route”: Carlson and Meltzoff (2008: 293) believe that the bilingual 

participants in their study fine-tuned and utilised the cognitive processes typically em-

ployed in switching between their two languages. 

More evidence in favour of the bilingual advantage in executive function comes 

from research conducted with the use of functional brain imaging. A number of studies 

have employed event-related potentials to explore conflict resolution processes. Here, one 

of the “prominent measure[s] of cognitive conflict and executive control” (Coderre et al. 
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2011: 51) has been the Stroop task.189 Participants performing a colour-naming Stroop task 

are presented with names of colour words which are shown in various colours of ink; on 

many trials, the colour word is different from the colour of the ink that it is printed in. Par-

ticipants are supposed to disregard the colour word and to say the name of the ink colour – 

“a task which requires inhibition of the highly practiced reading process” (Coderre et al. 

2011: 51). Coderre and colleagues (2011), who explored the electrophysiological measures 

of conflict detection and resolution in the Stroop task, focussed on an early negativity com-

ponent that they refer to as the Ninc, or “negativity associated with incongruency” (Coderre 

and van Heuven 2014: 3). This negative-going wave appears “from approximately 300–550 

ms post-stimulus over centro-parietal scalp” and is typically registered to “incongruent (…) 

as compared to congruent or control trials” (Coderre and van Heuven 2014: 3). Although 

some authors refer to this potential as an N400 or N450, Coderre and colleagues (2011; 

Coderre and van Heuven 2014) stick with the Ninc label so as to “to avoid latency specifica-

tions and also to avoid confusion with the N400 component (…) elicited by language and 

semantic processing” (Coderre and van Heuven 2014: 3).190 Coderre and van Heuven 

(2014), who explored the bilingual advantage in executive function using EEG with a 

Stroop task, employed the amplitude of the Ninc as an index of conflict processing. The ma-

jor goal of their study was to test two hypotheses concerning bilingual executive processing 

that were earlier proposed by Hilchey and Klein (2011). The first of these, the “bilingual 

inhibitory control advantage” (henceforth BICA) hypothesis, is based on findings “of 

smaller interference effects on inhibitory control tasks for bilinguals compared to monolin-

guals” (Coderre and van Heuven 2014: 2). This is supposed to be caused by bilinguals’ 

“engag[ing] inhibitory control mechanisms to control crosslinguistic interference during 

language processing” (Coderre and van Heuven 2014: 2). The hypothesis predicts a bilin-

gual advantage on incongruent trials, and no difference in the performances of mono- and 

bilinguals on congruent and control trials. The predictions of the second hypothesis are 

different. The “bilingual executive processing advantage” (BEPA) hypothesis assumes the 

existence of a bilingual advantage “in domain-general executive processing which is not 

restricted just to conflict processing, but is manifest as a more general advantage in cogni-

tive monitoring” (Coderre and van Heuven 2014: 2). Hence, what this hypothesis predicts 

 
189 The task is named after John Ridley Stroop, whose original paper (Stroop 1935) is among the most cited 

research articles in experimental psychology (MacLeod 1991). 
190 Note that the N400 has already been introduced in the second chapter, where studies into irony compre-

hension were discussed. 
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is a global reaction time advantage. To test these two hypotheses, Coderre and van Heuven 

(2014) recorded EEGs from Chinese-English bilinguals and English monolinguals191 who 

were performing a Stroop task with two different stimulus onset asynchronies (SOAs) be-

tween the word and the colour stimuli: a negative 400 ms SOA (-400 ms SOA), in which 

the distracting word was pre-exposed 400 ms before the target colour appeared, and a 0 ms 

SOA, in which the word and the colour were presented at the same time. The first condition 

is believed to have potential for “eliciting group differences before the onset of conflict”, 

while the second – to maximise the cognitive demand, and especially “the amount of in-

hibitory control required” (Coderre and van Heuven 2014: 3). An analysis of the collected 

data revealed “some significant, but inconsistent, evidence for a conflict-specific bilingual 

advantage” (Coderre and van Heuven 2014: 1).192 However, strong evidence was obtained 

for the existence of a more general bilingual advantage: on the control trials, the bilinguals 

not only responded faster than the monolinguals did, but they also had smaller ERP ampli-

tudes. Another important finding obtained on the control trials was that “when the control 

stimulus was presented before the colour, ERPs (…) revealed group differences before the 

onset of conflict” (Coderre and van Heuven 2014: 1). This shows that the mono- and bilin-

guals had different strategies for dealing with the pre-exposed distracting stimulus. Coderre 

and van Heuven (2014: 13) contend that bilinguals may be more effective in employing “a 

control mechanism such as suppression of distracting or irrelevant information, regardless 

of the presence of conflict or semantic salience.” The authors conclude that the observed 

bilingual advantage is of a more general, non-conflict-specific nature and that it “extends to 

more efficient proactive management of the environment” (Coderre and van Heuven 2014: 

1). 

A related study has been conducted by Heidlmayr and colleagues (2015). ERPs 

were recorded from two groups of participants – adult French-German bilinguals and 

matched monolingual controls – as they were engaged in a combined Stroop/Negative 

priming task. The neurophysiological results revealed a beneficial effect of bilingualism, as 

 
191 The monolinguals who participated in this study “reported studying other languages, but none considered 

themselves proficient in anything but English” (Coderre and van Heuven 2014: 5). 
192 For instance, the bilinguals “showed smaller interference effects in their L2 than monolinguals in the 0 ms 

SOA” (Coderre and van Heuven 2014: 11). However, as pointed out by the authors, this could have been 

caused by these participants’ lower proficiency in the second language rather than by superior control skills. 

On the other hand, results from the -400 ms SOA demonstrate that “the bilingual L1 experienced a signifi-

cantly later Ninc (…) compared to monolinguals”, which could point to “enhanced inhibitory control over the 

L1” (Coderre and van Heuven 2014: 12). 
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“the ERP effects were reduced in bilinguals in comparison to monolinguals” (Heidlmayr et 

al. 2015: 1). However, this advantage was only found in the Stroop task, and was “limited 

to the N400 and the sustained fronto-central negative-going potential time windows” 

(Heidlmayr et al. 2015: 1).193 According to the authors, this finding indicates that rather 

than improving conflict monitoring ability, bilingualism may enhance the implementation 

of control, a process which comprises interference suppression and conflict resolution. The 

authors also report another finding – and one which they consider to be far more important: 

they have observed a temporal difference in the activation of two brain locations – the ante-

rior cingulate cortex (henceforth ACC) and the prefrontal cortex (PFC) – in conflict pro-

cessing. In the ACC, major activation was found “in the early time windows (N200 and 

N400) but not in the latest time window (late sustained negative-going potential)”; in the 

PFC, in turn, unilateral activation was observed “in the left hemisphere in the N400 and the 

late sustained negative-going potential time windows” (Heidlmayr et al. 2015: 1). This pat-

tern of activation indicates that the ACC may be instrumental in triggering “transient con-

trol as necessary when conflict has been detected”; the PFC, in turn, would have increased 

activation “for implementing the control when the need has been detected (i.e., applying 

inhibition and conflict resolution)” (Heidlmayr et al. 2015: 13). Taken together, the results 

obtained by Heidlmayr and colleagues (2015) demonstrate that bilinguals’ performance on 

executive function tasks is varied: these participants seem to enjoy an advantage, but only 

on certain control processes. Hence, the conclusion is that using different languages ap-

pears to call for the use of specific control processes as well as to enhance them; this, how-

ever, does not have to hold true for other control processes. 

An interesting study shedding light on the circumstances that surround bilingual ad-

vantages in executive control has been conducted by Barac and colleagues (2016). In this 

research, mono- and bilingual five-year-olds performed a battery of tasks including the 

third version of the Wechsler Preschool and Primary Scale of Intelligence, the ANT (Rueda 

et al. 2004), gift delay with cover (Carlson and Meltzoff 2008), and a go/no-go task. In ad-

dition to behavioural data, electrophysiological data were collected from participants, but 

only for the go/no-go task. The rationale for employing the particular tasks was that they 

differed with regard to their demands on executive function. Differentiating between simple 

 
193 Note that the label “N400” as employed by Heidlmayr and colleagues (2015) refers to “the centro-parietal 

N400 effect, usually found in Stroop studies (i.e. a larger negativity in the incongruent condition in compari-

son to the congruent or to the neutral condition…)” (Heidlmayr et al. 2015: 3). Thus, it is the same potential 

as the Ninc investigated by Coderre and colleagues (2011; Coderre and van Heuven 2014). 
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and complex response inhibition tasks, Barac and colleagues (2016) followed the distinc-

tion put forward by Garon et al. (2008). In the gift delay task, the demands for working 

memory and shifting are low; what the child has to do in order to perform this task success-

fully is to “withhold the compelling prepotent response to open the gift” (Barac et al. 2016: 

1278). The cognitive demands of the go/no-go task are greater. Here, children – seated in 

front of a computer screen – are presented with different stimuli: “eight geometric shapes—

triangle or rectangle, aligned vertically or horizontally, colored white or purple” (Barac et 

al. 2016: 1282), and supposed to act in accordance with the instructions; they have “to press 

the mouse button when the shape [i]s white and to refrain from pressing when the shape [i]s 

purple” (Barac et al. 2016: 1282). Thus, to be successful on the task, the participant has to 

do three things: “[hold] a rule in mind, [shift] between two different responses, and [inhibit] 

the prepotent response to respond on every trial” (Barac et al. 2016: 1279). These high de-

mands on attentional control, working memory, and inhibition make the go/no-go task a a 

measure of complex response inhibition. Finally, the ANT – a flanker task in which partici-

pants are supposed to aim their attention at a selected piece of information and disregard 

the remaining part – demands that the participant should suppress interference from a com-

peting prepotent stimulus (Barac et al. 2016: 1279).194 Importantly, as the task involves 

three different trial types: congruent, incongruent, and control trials (with the flankers ori-

ented either in the same or opposite direction as the target, or without the flankers, respec-

tively), it is a perfect tool for investigating attentional processes and interference suppres-

sion under different circumstances (Barac et al. 2016: 1279). 

Analysis of behavioural data found no performance difference between the groups 

on the gift delay task. A similar result was obtained on the neutral trials of the ANT. How-

ever, a significant difference was found on the congruent and incongruent trials of this task, 

with bilinguals outperforming their monolingual peers. On the go/no-go task, the bilinguals 

were found to be more accurate than the monolinguals, and also faster – but only on the go 

trials. In addition, as measured by a discriminability index, the bilinguals had greater per-

ceptual sensitivity to the two experimental conditions in the go/no-go task. 

Interesting results were obtained from analyses of electrophysiological data; these 

were centred around two components: N2 and P3. N2 – a “negative deflection recorded at 

 
194 As has been described earlier, the target information in the flanker task is the direction of the fish that is in 

the middle of a row of five fish; the directions of the four flankers of the target – although more salient – have 

to be disregarded if the task is to be performed correctly. 
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approximately 200–400 ms after stimulus onset” (Barac et al. 2016: 1279) – is believed to 

reflect cognitive control, response conflict and inhibition (Brydges et al. 2014), as well as 

mismatch detection (Folstein and Van Petten 2008), and tends to exhibit a greater ampli-

tude for no-go than go trials (Pfefferbaum et al. 1985). In the study by Barac and colleagues 

(2016), no group differences were found for the amplitude of the N2 component; however, 

the bilinguals were found to have “shorter latencies at more anterior electrode sites” (Barac 

et al. 2016: 1287). More differences were observed in the other of the analysed compo-

nents: P3, a “positive waveform occurring within 300–500 ms poststimulus onset.” P3 is 

believed to represent “later stages of inhibition” (Barac et al. 2016: 1279): “response inhibi-

tion, or an evaluation/decision process with regard to the expected and/or given response” 

(Bruin et al. 2001: 1660). Importantly, P3s elicited to go and to no-go trials differ with re-

gard to their scalp distribution (Pfefferbaum et al. 1985): for go stimuli, P3 amplitude ex-

hibits a parietal maximum, while for no-go stimuli, it is “equal at central and parietal sites” 

(Pfefferbaum et al. 1985: 432). In the study by Barac and colleagues (2016), bilinguals 

were found to exhibit both larger P3 amplitude, and shorter latencies than the monolinguals 

did. While the latencies were shorter “at central and posterior electrode sites”, the ampli-

tude was larger “regardless of laterality and anterior-posterior electrode position” (Barac et 

al. 2016: 1287). Taken together, the N2 and P3 patterns observed in the bilinguals point to 

these children’s better performance, a finding which was mirrored in the behavioural data. 

To gain a clearer understanding of the nature of the obtained bilingual advantage, one has 

to notice that the performance difference between the two tested groups increased together 

with task demands (Barac et al. 2016: 1287). Hence, the authors conclude that the differ-

ence between mono- and bilingual children is incremental rather than categorical: 

“[b]ilingual children are making more progress in developing executive control so are fur-

ther ahead on more difficult tasks” (Barac et al. 2016: 1288). As an alternative interpreta-

tion of the obtained findings, Barac and colleagues (2016) consider the possible differences 

in mono- and bilinguals’ attentional processesing: they note that “the overall need for atten-

tion to perform the congruent and incongruent trials did set the bilinguals aside from the 

monolinguals” (Barac et al. 2016: 1288). Barac and colleagues (2016) draw here on the 

proposal of Bialystok (2015), who – having reviewed ample research into cognitive effects 

of bilingualism – postulates that it is attention that constitutes “a fundamental process that 

initiates developmental differences in bilingual children from as early as infancy” (Bi-

alystok 2015: 117). In building her argument, Bialystok (2015) points out that none of the 
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accounts proposing particular executive function components or cognitive phenomena as 

the critical source of the bilingual advantage – be it inhibition, monitoring, working 

memory, or joint activation of two languages – has received full and unconditional support 

from experimental data. Further, she draws on the results of two ingenious studies into 

mono- and bilingual infants’ processing of talking faces (Weikum et al. 2007; Sebastián-

Gallés et al. 2012). In both studies, infants were presented with short silent video clips 

showing a face articulating a passage in a given language (Bialystok 2015: 120). After sev-

eral habituation trials during which the participant’s looking time declined, signifying 

boredom, the silent reading was continued, but in a different language. Interestingly, the 

results of both experiments showed that only the bilingual infants were able to notice the 

language switch solely from visual cues, as indicated by these participants’ renewed inter-

est in the clip. This finding was obtained not only when the infants were familiar with the 

two languages (Weikum et al. 2007), but also when they were presented with two lan-

guages that they had previously never been exposed to (Sebastián-Gallés et al. 2012). Dis-

cussing these findings, Bialystok (2015: 120) points out that “[w]hatever the babies used to 

make this discrimination was more general than the facial features associated with known 

languages.” She concludes that what the experience of bilingualism does is “[change] the 

way attention is directed to the environment” (Bialystok 2015: 120). The attention of in-

fants brought up exposed to two languages is drawn to the differences and contrasts that 

exist between the two systems of “sounds, cadences, structures, speakers, and facial con-

figurations” (Bialystok 2015: 120) – and, as Bialystok (2015: 120) puts it, “[c]ontrasts cre-

ate novelty, attracting more attention and possibly more intense processing than similarity.” 

Thus, bilingual infants – carefully attending to whatever is happening in their environment 

– fine-tune their attentional processing abilities and develop two representational structures, 

one for each language. As these systems are operant, executive function has to be employed 

so as to help infants keep attending to the given language (Bialystok 2015: 120). In a simi-

lar vein, children and adults attend “to the contrasting features of the jointly activated lan-

guages”, which in turn necessitates the employment of “a general selection mechanism 

such as executive function”; otherwise, interference would occur (Bialystok 2015: 120). 

Thus, on Bialystok’s (2015) account, the bilingual advantage in executive function does not 

stem from better developed inhibition; rather than that, “it is the failure of bilinguals to in-

hibit attention to the nontarget language that leads to the involvement of executive function 

and the eventual consequences for its development and function” (Bialystok 2015: 120). 
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Whether future findings will corroborate Bialystok’s (2015) proposal remains to be 

seen. What is more important for our discussion at this point is that bilingual gains in exec-

utive function have been documented in individuals as young as infants, long before these 

children have mastered the ability to produce language. One more example here is the find-

ing of Kovács and Mehler (2009), who report cognitive gains in bilingual infants as young 

as 7 months. In the study, mono- and bilingual infants were presented with a speech or vis-

ual cue, after which a reward – a looming puppet – was presented on one side of the 

screen.195 What participants had to do was “learn that the cue predicted the appearance of 

the reward in a specific location” (Kovács and Mehler 2009: 6557). After several trials, 

postswitch trials ensued whereby infants were presented with different cues, and the reward 

appeared on the opposite side of the screen. What participants had to do during the 

postswitch, was “to learn to redirect their gaze from the previously valid side toward the 

opposite side of the screen” (Kovács and Mehler 2009: 6557). The results demonstrated 

that only the bilingual infants “rapidly suppressed their looks to the first location and 

learned the new response” (Kovács and Mehler 2009: 6556), which was to redirect their 

anticipatory gaze. Drawing on this finding, Kovács and Mehler (2009: 6556) conclude that 

bilingualism “leads to a domain-general enhancement of the cognitive control system well 

before the onset of speech.” 

3.3.2.4. Theory of Mind 

In our discussion of the bilingual advantage in executive function we have deliberately 

omitted one important problem: that of Theory of Mind. Executive function and Theory of 

Mind have repeatedly been linked in empirical and theoretical works (Hughes 1998; 

Hughes et al. 1998; Carlson and Moses 2001; Wellman et al. 2001; Carlson et al. 2002; 

Perner et al. 2002; Carlson et al. 2004a, 2004b; Hughes and Ensor 2005), and different mu-

tual relationships have been proposed between the two phenomena. This debate aside, em-

pirical results tend to demonstrate strong correlations between individuals’ executive func-

tioning and their ability to perform false belief tasks. Hence, it seems reasonable to 

 
195 As reported by the authors, “[i]nfants were considered bilingual if they had parents with different mother 

tongues addressing them consistently in their respective native languages and if they had daily exposure to 

both languages” (Kovács and Mehler 2009: 6557). 
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hypothesise that bilinguals would outperform their monolingual peers on Theory of Mind 

measures. 

Results of studies thus far conducted are largely in support of this hypothesis. One 

of the pioneering empirical explorations has been conducted by Goetz (2003), who lists 

three potential reasons for the expected bilingual advantage on ToM tasks. Firstly, bilin-

guals’ better developed metalinguistic awareness may aid them “in developing the repre-

sentational abilities (…) proposed to be involved in theory of mind understanding” (Goetz 

2003: 5). Secondly, their “greater control of linguistic processes for selective attention” 

may lead to enhanced inhibitory control, an ability which has repeatedly been implicated in 

ToM reasoning (Goetz 2003: 5). Finally, bilinguals’ expanding sociolinguistic competence 

– a product of “the increased salience of their interlocutor’s linguistic knowledge” – may 

lead to a greater understanding of the potential differences that exist between their own, and 

other people’s knowledge, values, beliefs, and feelings (Goetz 2003: 5). To check whether 

bilinguals enjoy an advantage over their monolingual peers on ToM ability, Goetz (2003) 

presented three groups of three- and four-year-old children: English monolinguals, Manda-

rin-Chinese monolinguals, and Mandarin-English bilinguals, with a set of appearance-

reality (henceforth A-R), level 2 perspective-taking, and false-belief tasks. All these tasks 

share a common aim, which is to explore children’s ability “to dissociate the state of the 

world from [their] beliefs about that state” (Bialystok and Senman 2004: 562). A-R tasks 

belong to a paradigm which has been developed by Flavell and colleagues (1983), and in-

volve presenting participants with deceptive objects – for instance, a pen which looks like a 

fish. Children are supposed to say what the object looks like and what it actually is. In level 

2 perspective-taking tasks (Flavell et al. 1981), participants are shown a picture, for in-

stance of an animal, which is “placed horizontally on the table between the child and the 

experimenter” (Goetz 2003: 7).196 They are supposed to look at the picture and to determine 

whether the animal at the picture looks as if it was “standing on its feet or lying on its back” 

(Goetz 2003: 7). Subsequently, they have to say what the animal looks like from the exper-

imenter’s perspective. The two questions are then repeated as the picture is turned around 

180 degrees. Finally, false belief tasks can be of different types. Goetz (2003) employed 

two such tasks: an unexpected contents task and an unexpected transfer task. In the first of 

these, which was based on Hogrefe et al. (1986), children were presented with two boxes: 

 
196 The pictures employed by Goetz (2003) depicted a turtle and an elephant. 



 180 

an M&M’s box and a crayon or pencil box, both of which had unexpected contents – a toy 

car, and a small chocolate bar, respectively. The children were first shown a box, and then 

asked what they expected to find inside. After this, the contents of the box were revealed, 

and the object was placed back in the box. Subsequently, participants were supposed to say 

how other children would answer the question concerning the contents of the box. The sec-

ond false belief task employed by Goetz (2003) was an unexpected transfer task, modelled 

on Wimmer and Perner (1983). The task involved two versions of a short story which was 

acted out for the participants with the use of two small figures and two containers: differ-

ent-coloured drawers or pails. In both versions of the story, one puppet puts away some 

candy in one container, and then goes outside to play with his friends. While he is away, 

the other one comes home and decides to clean the house, in the course of which she takes 

the candy out of the first container and puts it in the other one instead. Then, she leaves the 

house to do shopping. Shortly after, the first puppet comes back home and wants to eat the 

candy. After the story is acted out, participants are supposed to determine where the first 

puppet will look for the candy: in the first or second container. In the study by Goetz 

(2003), each of the tasks was administered to the participants twice: “[b]ilingual children 

were tested first in one language and then a week later in the other one”, and “[t]he mono-

linguals were tested twice, a week apart, in their own language each time” (Goetz 2003: 6). 

The results obtained by Goetz (2003) were in line with her hypothesis: “the bilinguals per-

formed significantly better than the monolingual groups” (Goetz 2003: 1), a finding which 

was particularly salient when participants’ performances on the ToM tasks were calculated 

together, as a composite measure. Less straightforward results were obtained “when the 

two testing times were examined separately”: it was found that the bilinguals “had only a 

near-significant tendency to perform better at the second testing time” (Goetz 2003: 1). A 

yet more nuanced picture emerged when Goetz (2003) conducted separate analyses for 

each of the tasks: a bilingual advantage was obtained “in only three of the tasks for only 

one of the two testing sessions” (Goetz 2003: 10). In her discussion of these results, Goetz 

(2003) goes back to the three possible reasons that she proposed for a bilingual advantage 

in ToM. Although her methodology does not enable “determin[ing] which of these explana-

tions is most accurate” (Goetz 2003: 5), the finding of bilinguals’ inconsistent performance 

on ToM tasks points to an interesting possibility: differences in participants’ inhibitory con-

trol could have been at play here. Goetz (2003: 12) points out that the bilinguals outper-

formed their monolingual peers “on only the appearance-reality, perspective taking, and 
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false-belief unexpected contents but not the false-belief unexpected transfer task.” These 

tasks differed in their demands; one area of importance here was the extent to which suc-

cessful performance depended on the use of words. To illustrate, “to answer the false-belief 

unexpected contents questions, children needed to respond verbally, but to answer the 

false-belief unexpected transfer questions, [they] only needed to point to the drawer of their 

choice” (Goetz 2003: 12). Goetz (2003: 12) speculates that it could be the case that bilin-

guals’ enhanced inhibitory control is “particularly linked to the linguistic realm” and only 

improved these participants’ performance on tasks whose completion required the use of 

language. Further issues raised by Goetz (2003) are related to the final of the three explana-

tions she proposed for the bilingual advantage: bilingual children’s growing sociolinguistic 

awareness and its impact on how they attain successful communication. The author points 

out that the bilinguals in her study may have been particularly sensitive to the differences 

between their own and their interlocutors’ knowledge of language, as “these children were 

placed into a bilingual environment only after they were about two years old and had al-

ready begun acquiring their first language system” (Goetz 2003: 12). Furthermore, the fact 

that the two experimenters were not speakers of the same language may have further sensi-

tised the children to the differences in the interactants’ linguistic knowledge. Here, Goetz 

(2003) draws on the findings of Ruffman and colleagues (1998), who report that having 

“older siblings (…) enhanced children’s understanding of false belief” (Ruffman et al. 

1998: 171). Children with older siblings have daily opportunities to practise social interac-

tions and, consequently, to experience situations in which their knowledge, beliefs and 

wishes differ from those of others. In the same vein, the bilingual children in Goetz’s 

(2003) experiment had ample contact with individuals “whose linguistic knowledge dif-

fer[ed] from their own” (Goetz 2003: 12); this experience could have made these children 

more sensitive to the mental states of others. It is important to note here that the explana-

tions offered by Goetz (2003) are by no means mutually exclusive: it could be the case that 

all three mechanisms were at work, a possibility that the author herself entertained.  

Shortly after Goetz’s (2003) study, related research was published by Bialystok and 

Senman (2004). The authors conducted two studies, in which children solved A-R tasks 

that involved real and representational objects. “In real objects, the perceptual features di-

rectly indicate the function that the object is expected to serve; in representational objects, 

the perceptual features stand for an object that could actually serve that function” (Bi-

alystok and Senman 2004: 564). The major difference between these two types of objects 
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lies in the kinds of mental representation they call for. In the case of real objects, children 

recognize the characteristics of the object and make a direct representation, identifying the 

object; in the case of representational objects, in contrast, they view the characteristics of 

the object “as an indication of a familiar object” (Bialystok and Senman 2004: 564), i.e. 

they identify what the object stands for. To illustrate, one of the real objects employed by 

Bialystok and Senman (2004) was a sponge that looked like a rock, and one of the repre-

sentational ones was a snowman-shaped book. While it was clear that the book was not a 

real snowman, but only an image of it, the sponge could easily have been mistaken for an 

actual rock. Two important concepts need to be considered here: the form and the function 

of these stimuli. When Bialystok and Senman (2004: 564) discuss the difference between 

object form and function, they point out that it “corresponds to the difference between the 

appearance and the reality questions”: to provide a correct answer to an appearance ques-

tion, one has to focus on the perceptual characteristics of the target object, while to answer 

a reality question, one has to focus on its functional characteristics. While “mental repre-

sentations are initially based on perceptual features[,] (…) objects are identified by means 

of functions” (Bialystok and Senman 2004: 564).197 Therefore, one has to disregard form 

and focus on function if he or she is to answer a reality question – that is, to correctly iden-

tify an object whose appearance and use seem to be maladjusted, as is the case in A-R 

tasks. The need to inhibit attention to misleading perceptual cues is what makes reality 

questions “more directly tests of inhibitory control”; appearance questions, in contrast, “are 

more directly tests of representational ability” (Bialystok and Senman 2004: 564). Employ-

ing two types of objects and two types of questions in their experimental paradigm, Bi-

alystok and Senman (2004) hoped to clarify what processes are instrumental in performing 

A-R tasks. To gain further insight into this problem, they additionally administered execu-

tive processing measures to the participants of the research. While only monolinguals took 

part in Study 1, Study 2 involved both mono- and bilingual four- and five-year olds. Since 

the bilingual participants were not only likely to have been lower in socioeconomic status 

(Bialystok and Senman 2004: 573), but were also “disadvantaged relative to the monolin-

guals in a formal test of language proficiency” (Bialystok and Senman 2004: 575), the au-

thors conducted an analysis which took into account differences in the children’s language 

proficiency. While no difference was found between the performances of the two groups on 

 
197 Here, Bialystok and Senman (2004: 564) draw on Nelson (1973). 
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appearance questions, the bilinguals scored significantly better than the monolinguals on 

reality questions. Bialystok and Senman (2004) attribute this finding to bilinguals’ better 

developed inhibitory control and propose that it is the bilingual advantage that “allows 

[these children] to solve typical ToM tasks at a more advanced level than would be ex-

pected by their conceptual stage” (Bialystok and Senman 2004: 577). 

A related study has been conducted by Berguno and Bowler (2004). Apart from ex-

ploring the link between knowledge of a second language and one’s ToM ability, these au-

thors wanted to study “the effect that that particular patterns of communicative interactions 

may have on young children’s understanding of representations” (Berguno and Bowler 

2004: 293). To this end, they administered a complex deceptive task to four groups of par-

ticipants: single and dual language users, who were either three or four years old.198 The 

task had three experimental conditions: the standard-task condition, the deceptive-context 

condition, and the older-peer condition. In the first of these, children were presented with a 

deceptive object: a pen that looked like a fish, placed in an aquarium. They were supposed 

to say what the object looked like, after which it was taken out of the water, and its true 

identity was revealed: children were encouraged to write something with the pen, and to 

say what the object really was. Finally, the pen was returned to the aquarium, and partici-

pants were asked three test questions: a reality question (what the object really was), an 

appearance question (what the object looked like), and a false-belief-for-self question (what 

the participant thought the object was when he or she first saw it). The deceptive-context 

condition was modelled on the standard condition, with one exception: before asking the 

test questions, the experimenter said to the participant that the situation was tricky, “be-

cause [the object] look[ed] like one thing but it really [wa]s another” (Berguno and Bowler 

2004: 300). Finally, the older-peer condition was also modelled on the standard condition; 

here, however, all the manipulations were performed by a 5-year-old child. Consequently, 

when the experimenter asked the false-belief question, he did so “in reference to the child’s 

older peer” (Berguno and Bowler 2004: 300).199 The most important finding of Berguno 

 
198 The authors “do not claim that the dual language users were bilingual” (Berguno and Bowler 2004: 304); 

children were categorised as belonging to this group “if the school staff members could confirm that the child 

used English in the school setting and if parents also could confirm that the child preferred to use a language 

other than English at home” (Berguno and Bowler 2004: 299). Single language users, in contrast, were those 

with “little or no knowledge of any language other than English” (Berguno and Bowler 2004: 299), as report-

ed by the children’s parents. 
199 The question was as follows: “When Danielle first showed this to you, what did you think it was?” 

(Berguno and Bowler 2004: 300). 
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and Bowler’s (2004) research was that “the knowledge of a second language made a signif-

icant difference to children’s performances on both the appearance-reality and the false-

belief-for-self tasks” (Berguno and Bowler 2004: 303f.). One of the potential reasons for 

the obtained advantage could be the dual language children’s greater metarepresentational 

abilities, which – according to the authors – “extend beyond the domain of linguistic pro-

cessing” (Berguno and Bowler 2004: 304): those who are fluent in two different languages 

can be claimed to function “in two social words”, and hence, “[t]he dual language child 

could (…) be expected to be more attuned and sensitive to subtleties of communicative 

interactions” (Berguno and Bowler 2004: 304). 

The link between knowledge of two languages and ToM ability was further ex-

plored by Kovács (2009). In her study, mono- and bilingual three-year olds were adminis-

tered three tasks: “a standard ToM task, a modified ToM task and a control task involving 

physical reasoning” (Kovács 2009: 48). The first of these was Wimmer and Perner’s (1983) 

false-belief task, in which children were presented with the short story of a boy who placed 

his chocolate in a drawer and whose mother took the candy out and put it into another cup-

board while the boy was away. The children were supposed to determine where the boy 

would look for his candy. The modified task was devised in such a way that it had similar 

ToM demands and its structure resembled that of the standard task. What was different was 

that it “mimicked a language-switch situation” (Kovács 2009: 51): to attain successful per-

formance, participants had to consider how others understand different languages. The 

children were presented with a short scenario in which two puppets, a monolingual and a 

bilingual, both of whom wanted to buy some ice-cream, stood in front of two stalls – one 

with ice-cream, and the other with sandwiches. When the puppets came closer to the stalls, 

the person at the ice-cream counter announced – speaking a language that the monolingual 

puppet did not know – that they sold out of ice-cream, but that some was still available at 

the sandwich stall. The words of the ice-cream vendor were translated for the participants 

of the study; at the same time, it was also made clear that the monolingual did not under-

stand the vendor’s utterance. Subsequently, the children were asked to determine where the 

monolingual character would go to get some ice-cream (Kovács 2009: 51). The final task 

that was employed in the study was Zaitchik’s (1990) gizmo task, which served as a meas-

ure “control[ling] for general information processing differences” (Kovács 2009: 51). In 

contrast with ToM tasks, the gizmo task does not entail decoding mental states. What it has 

in common with ToM tasks, in turn, is that all involve “predicting two different outcomes 
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depending on different antecedents” (Kovács 2009: 51). In this task, participants are pre-

sented with the gizmo: a “simple mechanical device” made by “glueing an empty cardboard 

tube onto a larger piece of cardboard which support[s] it at roughly a 30° angle from the 

upright” (Zaitchik 1990: 51). The tube entails an additional element: a rod which can be 

pulled out of the tube or pushed inside it so as to “free or block the passage through the 

tube” (Kovács 2009: 51), respectively. Children watch the experimenter drop a toy into the 

tube – the rod is once in the tube, and another time it is pulled out of it – and are supposed 

to determine where the toy will end up for both of these experimental conditions. Having 

analysed the results from all three tasks, Kovács (2009) reports that the bilinguals outper-

formed their monolingual peers on both ToM tasks, but not on the control task, where the 

performances of the two groups were comparable. She concludes that “bilingual children 

have an important advantage over their monolingual peers that is specific to performing 

ToM tasks” (Kovács 2009: 52). Similar to Bialystok and Senman (2004), she notes that 

enhanced bilingual performance on such measures “may be inhibition-related” (Kovács 

2009: 52). In her view, bilinguals’ better developed inhibitory control could aid them “on at 

least two levels”: first by helping them dissociate themselves from their own beliefs, and 

second – by suppressing “the object-related prepotent response involved in the ToM tasks” 

(Kovács 2009: 52). 

An interesting study into the link between bilingualism and ToM has been conduct-

ed by Nguyen and Astington (2014). The authors tested two groups of monolingual chil-

dren – French and English pre-schoolers, and a matched group of English-French bilin-

guals. Apart from two false-belief tasks, participants were administered tests measuring 

their conflict inhibition ability, working memory, and verbal skills.200 Importantly, Nguyen 

and Astington (2014) took care to control the potential differences in participants’ SES: 

using a parental questionnaire, they were able to make sure that the tested groups “were 

equivalent on parental income and education” (Nguyen and Astington 2014: 396). The re-

sults demonstrated that the bilingual pre-schoolers performed significantly better than their 

monolingual peers on the false-belief tasks, “but only after statistically controlling for lan-

guage proficiency and age” (Nguyen and Astington 2014: 396). Having obtained evidence 

in favour of the bilingual advantage in false belief, Nguyen and Astington (2014) sought to 

identify the particular component of executive function that was at the root of this enhanced 

 
200 These were the change-in-location task, as developed by Wimmer and Perner (1983), and the unexpected-

contents task, as employed by Perner and colleagues (1987), and Gopnik and colleagues (1988). 
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performance. Here, one candidate was conflict inhibition, and the other – working memory; 

yet another possibility entertained by the authors was that both these aspects contributed to 

bilinguals’ improved ToM ability. To explore the extent to which these factors could have 

aided bilinguals’ performance on ToM measures, two additional tasks: the Stroop task, and 

Backward Word Span (BWS), were administered to the participants, measuring inhibition, 

and working memory, respectively. The results indicated that working memory was likely 

to have attenuated the potentially negative impact that the bilinguals’ lower verbal ability 

could have exerted on their false belief achievement. 

Another interesting study into the factors related to bilingual children’s better per-

formance on ToM tasks has been conducted by Gordon (2016). In order to complement the 

findings of past research, the author not only employed a wide range of mental state tasks, 

but also conducted an assessment of participants’ proficiency in both languages. Discussing 

her decision to include such a measurement, she points out that some studies, such as Bi-

alystok and Senman’s (2004), or Nguyen and Astington’s (2014), “only showed an ad-

vantage after proficiency in the testing language (English) was controlled” (Gordon 2016: 

408). Although some authors consider such findings to be indicative of a favourable effect 

of bilingualism on cognitive ability, Gordon (2016: 408) postulates that “it is not fully un-

derstood how children’s language skills are related to performance on various cognitive 

tasks, and whether controlling for the testing language in this way reveals an effect of bi-

lingualism on various cognitive processes.” Aiming at clarifying these problems, she tested 

two groups of children: Spanish-English bilingual and English monolingual pre-schoolers 

on seven mental state tasks. Selecting these materials, Gordon (2016) followed Wellman 

and Liu (2004), who conducted “a meta-analysis of research comparing different types of 

mental state understanding” (Wellman and Liu 2004: 523) and proposed a ToM scale for 

pre-schoolers, composed of seven tasks aimed at testing different aspects of understanding 

other people’s mental states. The scale was devised in such a way that it formed a devel-

opmental progression, beginning with basic, and finishing with complex tasks. Gordon 

(2016) employed all the components of the scale, which were as follows: “diverse desires, 

diverse beliefs, knowledge access, contents false beliefs, explicit false beliefs, beliefs and 

emotion, and the difference between real and apparent emotions” (Gordon 2016: 411). The 

first two tasks checked participants’ understanding that others may have desires and beliefs, 

respectively, that are different from their own. The knowledge access task tested partici-

pants’ ability to understand that while they might know the contents of an unmarked box, 
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someone who had not seen the box before would not. The contents false belief task tested 

participants’ understanding “that they might know the contents of a marked box (i.e., Band-

Aid box containing a giraffe), but a character that had never seen inside the box would have 

a false belief about the contents of that box” (Gordon 2016: 415). In the explicit false belief 

task, it was checked whether participants understood that when people look for a certain 

object, they do so in the place where they think the object is hidden, which does not have to 

correspond to its actual location. In the belief-emotion task, in turn, participants were tested 

on their ability to understand that someone who thought that a container had something 

desirable inside could feel happy, even though the contents of the box were in fact undesir-

able. Finally, the real-apparent emotions task checked participants’ understanding that 

someone who feels sad may not look so and wear a happy expression on his or her face. To 

minimise the possibility that participants would pass the tasks by chance, Gordon (2016) 

devised an extra version of each task and assigned the children with both versions. The 

results demonstrated that the two language groups performed similarly on most tasks; the 

two exceptions were the diverse desires task, where the bilinguals scored significantly 

higher, and the explicit false belief task, where they scored significantly lower than their 

monolingual peers. To explore the link between ToM performance and language proficien-

cy, Gordon (2016) analysed the scores obtained by the participants on the different mental 

state tasks together with those obtained on standardised tests of receptive vocabulary.201 

Here, the findings were equally interesting: “[f]or the monolingual group, English profi-

ciency significantly predicted overall performance on the mental state tasks” (Gordon 2016: 

417); for the bilinguals, in turn, “proficiency in English was only related to a higher overall 

mental state task score when children had a high level of proficiency in Spanish” (Gordon 

2016: 419). Drawing on these differences, Gordon (2016: 421) concludes that there indeed 

may exist a difference in how linguistic ability is related to ToM performance in mono- and 

bilingual speakers. 

An interesting study into these problems has somewhat earlier been conducted by 

Rubio-Fernández and Glucksberg (2012). The study, which employed an extended comput-

er version of the classic Sally-Anne task coupled with eye tracking, is quite unique in that 

its participants were bilingual adults, and not children. Drawing on the obtained findings, 

the authors report that “adults in general suffer interference from their own perspective 

 
201 These were the PPVT-III (Dunn and Dunn 1997), and the TVIP – Test de Vocabulario en Imágenes Pea-

body (Dunn et al. 1986) in Spanish. 
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when reasoning about other people’s beliefs” and that “bilinguals are reliably less suscepti-

ble to this egocentric bias than are monolinguals” (Rubio-Fernández and Glucksberg 2012: 

211). The authors found, moreover, that participants’ achievement on the ToM measure 

significantly correlated with their achievement on another task: a version of the Simon task, 

administered to them as an executive control measure.202 Drawing on this result, the authors 

conclude that the bilingual advantage on false-belief tasks may stem from bilinguals’ “early 

sociolinguistic sensitivity and enhanced executive control” (Rubio-Fernández and Glucks-

berg 2012: 211). Interestingly, in her more recent work, Rubio-Fernández (2017) proposes 

a different reason for bilinguals’ enhanced ToM performance: in her view, the bilingual 

advantage on false-belief tasks “results from more effective attention management” (Rubio-

Fernández 2017: 987), and “is simply a by-product of [bilinguals’] enhanced EF” (Rubio-

Fernández 2017: 994). This claim is in line with the recent proposal of Bialystok (2015), 

who sees attention as “a fundamental process that initiates developmental differences in 

bilingual children from as early as infancy” (Bialystok 2015: 117). 

3.3.2.5. Communication skills 

The findings of recent studies indicate that bilinguals may be privileged on one more di-

mension, which is – broadly speaking – communication. Research by Comeau and col-

leagues (2007) has documented that bilingual children as young as two and a half years old 

“are capable of identifying their language choice as a cause of communication breakdowns 

and that they can differentiate [l]anguage from [o]ther kinds of communication break-

downs” (Comeau et al. 2007: 159f.). The young bilinguals in the study were able to repair 

[l]anguage breakdowns “by switching languages to match that of their experimenter and 

they avoided this repair strategy when attempting to repair [o]ther breakdowns” (Comeau et 

al. 2007: 159). It needs to be noted here that such breakdowns are but one – albeit extreme 

– example of situations in which bilinguals make use of their enhanced communication 

skills. Research into more usual communication contexts has repeatedly demonstrated bi-

linguals’ superior conversational understanding ability. 

 
202 The version employed in the study was the one by O’Leary and Barber (1993). 
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One notable example here, conducted in the framework of Gricean pragmatics, is 

the research by Siegal and colleagues (2009). These authors report two studies designed “to 

investigate whether bilingualism confers an advantage on children’s conversational under-

standing” (Siegal et al. 2009: 115). Participants, who were three- to six-year-old mono- or 

bilingual children, were administered a Conversational Violations Test (CVT), whose aim 

was to determine the extent to which they were able to interpret responses to questions in 

terms of violations of Gricean conversational maxims.203 The results obtained on this 

measure found that bilingual children – despite being “comparatively delayed in their L2 

vocabulary” (Siegal et al. 2009: 115) – demonstrated “a striking advantage in detecting 

violations of conversational maxims” (Siegal et al. 2009: 120). Discussing this finding, the 

authors propose that it may be the case that bilingual children, who have extensive practice 

at decoding utterance meaning, “gain a specific advantage in rapidly processing the conver-

sational implications of speakers’ messages” (Siegal et al. 2009: 121). 

A growing body of research is being accumulated demonstrating that “children 

growing up in a bilingual environment have a heightened sensitivity to a speaker’s commu-

nicative intent compared to monolingual children” (Yow and Markman 2011a: 563). One 

reason for this may be that bilinguals “have to constantly monitor the dynamic communica-

tive context to determine what the speaker is trying to say and how to respond appropriate-

ly” (Yow and Markman 2011b: 12). Decoding their interlocutor’s intended meaning, they 

make extensive use of the different cues that are available. Importantly, these cues are by 

no means limited to the linguistic realm. 

One of the more interesting explorations of this problem is the series of studies by 

Yow and Markman (2011b), who investigated “monolingual and bilingual pre-schoolers’ 

use of nonverbal referential gestures such as pointing and gaze direction to figure out a 

speaker’s intent to refer” (Yow and Markman 2011b: 12). In the first of their studies, the 

authors found that bilingual 3- and 4-year-olds were more successful than their monolin-

gual peers at utilising the experimenter’s referential gestures, such as gaze direction, “to 

locate a hidden toy in the face of conflicting body-distal information” (Yow and Markman 

2011b: 12) – that is, when the experimenter was sitting behind an empty box, but was look-

ing or pointing at the other, correct, one. Interestingly, the bilinguals were more apt than the 

monolinguals at making use of the subtler cue – the speaker’s eye gaze direction – to de-

 
203 Put briefly, these are the following: “to be informative and avoid redundancy, speak the truth, and be rele-

vant and polite” (Siegal et al. 2009: 115). Gricean maxims were discussed in more detail in Chapter 1. 
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code her referential intent. The findings of Study 2 demonstrated that “5-year-old monolin-

guals were just as able as 3- and 4-year-old bilinguals to use referential gestures such as 

pointing and gaze to locate hidden objects, even in the face of conflicting body-distal in-

formation” (Yow and Markman 2011b: 23). Finally, Study 3 provided evidence for the ex-

istence of a bilingual advantage as early as in two-year-old children: bilingual two-year-

olds were more successful than their monolingual peers at making use of referential ges-

tures to decode the experimenter’s intent; this was especially the case with “the subtler and 

less direct gesture (i.e., eye gaze in a body-biased position)” (Yow and Markman 2011b: 

26). Drawing on the obtained findings, Yow and Markman (2011b: 26) conclude that “bi-

lingualism facilitates the development of the understanding and use of referential gestures 

in children as young as 2 years old.” The authors postulate that this enhanced ability stems 

from bilinguals’ “self-generated efforts to cope with the communicative challenge” (Yow 

and Markman 2011b: 29): striving to prevent communicative breakdown, bilingual children 

“become more vigilant” and gain “more practice in monitoring and assessing a wider range 

of communicative cues” (Yow and Markman 2011b: 28). 

In another series of studies, Yow and Markman (2011a) looked at mono- and bilin-

gual children’s ability to use paralinguistic cues to interpret emotion in speech. The results 

from the first study showed that bilingual pre-schoolers were just as apt as their monolin-

gual peers at identifying speaker emotion based on paralinguistic cues such as speaking rate 

and fundamental frequency when the content of the utterance was removed. Study 2 sought 

to determine whether bilinguals would demonstrate an advantage in using paralinguistic 

cues to decode speaker emotion in a different situation: “when those cues conflict with se-

mantic content” (Yow and Markman 2011a: 564). What adults do in such contexts is base 

their judgments of a speaker’s emotional state on how he or she speaks – that is, on para-

language: as reported by Morton and Trehub (2001: 841), “[f]or adults, vocal affect seem[s] 

to function as a barometer of the speaker’s feelings.” In Yow and Markman’s (2011a) 

study, it was found that the mono- and bilingual children performed equally well when par-

alanguage was consistent with utterance content; however, when paralanguage conflicted 

with content, “monolingual children relied on content while bilingual children were more 

willing to use paralanguage to judge emotion” (Yow and Markman 2011a: 566). Thus, the 

responses provided by the bilingual children were more adult-like; still, these pre-schoolers 

were not as able as adults to consistently rely on paralinguistic cues rather than utterance 

content (Yow and Markman 2011a: 566). Discussing the possible reasons for bilinguals’ 
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enhanced sensitivity to the various communicative cues that are available, Yow and Mark-

man (2011a: 567) point out that “growing up bilingual provides a natural environment for 

children to learn about the changing communicative demands in a social context.” 

In a more recent study, Yow and Markman (2015) looked at mono- and bilingual 

children’s ability to “integrat[e] multiple cues to understand a speaker’s communicative 

intent” (Yow and Markman 2015: 391). The authors expected that bilingual pre-schoolers 

might enjoy an advantage here, as they “regularly experience communicative challenges 

that demand greater attention and flexibility” (Yow and Markman 2015: 391). To verify 

this hypothesis, the researchers tested mono- and bilingual three-year-olds on several 

measures, including Nurmsoo and Bloom’s (2008) procedure. In this task, a cardboard 

opaque box that contained “two open compartments, each with a cutout backing (window)” 

(Yow and Markman 2015: 393), was placed between the participant and the experimenter. 

Behind the windows, a movable screen was installed that covered one window; thus, “the 

child could see into both compartments but the experimenter could only see into one 

through the uncovered window” (Yow and Markman 2015: 393). Two kinds of objects 

were employed in the task: familiar toys, such as a teddy bear and a toy car, and novel ob-

jects, which were “uncommon objects or parts of a bigger object” (Yow and Markman 

2015: 393); the latter were used with novel names. As was the case in Nurmsoo and Bloom 

(2008), the procedure involved two phases. In the first – familiarisation phase – the two 

toys were placed in the box, one in each compartment, so that the participant could see both 

toys, and the experimenter – only the one in the compartment that had its window uncov-

ered. The child’s task was to say which puppet the experimenter could and could not see. 

Subsequently, “[t]he box was (…) rotated so that the child (…) had the experimenter’s per-

spective” (Yow and Markman 2015: 393), and the child was supposed to say which toy he 

or she now could and could not see. Once this was carried out, the experimental phase en-

sued, which comprised “two ʻthere’ trials and two ʻwhere’ trials, identical except for the 

test question” (Yow and Markman 2015: 393). On each of these trials, the child – together 

with two adults: the experimenter and the assistant – engaged in exploring two novel ob-

jects, after which the experimenter turned back while the assistant put the first object in one 

compartment, and the second in the other one. When this was done, the experimenter 

turned around, “fixed her gaze on the object that she could see” and uttered the test sen-

tence, which was “Oh! There’s the [novel label]! There it is!” on “there” trials, and “Oh! 

Where’s the [novel label]? Where is it?” on “where” trials (Yow and Markman 2015: 393). 
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She, then, directed her gaze at the child, and reached out her hand, asking: “Can I have the 

[novel label]?” (Yow and Markman 2015: 393). When uttered on “there” trials, this should 

be interpreted as a request for the object that the experimenter could see; uttered on 

“where” trials, in turn, it should be taken as a request for the hidden object. To fulfil the 

experimenter’s request, the child had to integrate the cues available from three different 

sources: the “speaker’s eye gaze, the context of the situation, and the semantics of the re-

quest” (Yow and Markman 2015: 396). What was found in the study was that monolinguals 

were just as likely as bilinguals to choose the mutually visible object on “there” trials; on 

“where” trials, however, “bilingual children were more likely to select the hidden object 

than monolingual children” (Yow and Markman 2015: 395). This finding demonstrates that 

the bilingual three-year-olds who participated in the study performed better than their mon-

olingual peers at integrating multiple cues in order to infer the speaker’s referential intent. 

The authors link this enhanced ability to bilinguals’ “regular exposure to and experience 

with challenging communicative situations that demand greater attention and flexibility” 

(Yow and Markman 2015: 397). Aiming to meet the complex demands of their daily com-

municative interactions, where the issue of referential indeterminacy is even more prob-

lematic than in monolingual language acquisition, dual-language children are likely to in-

crease their efforts at keeping track of the communicative context around them and exploit 

all the cues that may help them understand what their interlocutor means (Yow and Mark-

man 2015: 397). 

Another interesting study into the communicative skills of mono- and bilingual 

children has been conducted by Fan and colleagues (2015). Here, the authors focussed on 

perspective taking – an ability which plays an important part in decoding a speaker’s com-

municative intent. The hypothesis was that this ability would be augmented in children who 

are exposed to a multilingual environment. To verify this claim, the authors tested three 

groups of children – monolingual, exposure, and bilingual – on a social communication 

task which “required perspective taking to interpret a speaker’s intended meaning” (Fan et 

al. 2015: 1090).204 In this task, participants were seated “across a table from a confederate 

 
204 Children were assigned to the respective groups on the basis of parental questionnaire. Accordingly, the 

children who “heard and spoke only English and had little experience with other languages” were classified as 

monolingual, those who “were primarily English speakers, but had some regular but limited exposure to an-

other language” were included in the exposure group, and those who “were exposed to English and another 

language on a regular basis and were able to speak and understand both languages” were classified as bilin-

gual (Fan et al. 2015: 1091). 
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(the ʻdirector’), who asked them to move objects around a 4 × 4 grid” (Fan et al. 2015: 

1092). The back sides of four grid boxes were covered, so that only the participant could 

see what was inside. The director was wearing “black matte sunglasses throughout the 

task”; in addition, she had to “maintain her eye gaze toward the cent[re] of the grid when 

giving instructions” – all of this was done in order to prevent the participants from being 

cued towards the target object with the director’s eye gaze (Fan et al. 2015: 1092). Before 

the proper experimental session, the participants familiarised themselves with the task by 

performing one practice trial from the director’s perspective – i.e. from her side of the ta-

ble. In the trial session, the children, assisted by the experimenter, gave the director instruc-

tions to switch the locations of various objects on the grid. In two cases, the director “inten-

tionally committed egocentric errors” (Fan et al. 2015: 1092): she moved objects that were 

hidden from the child’s sight. After each of these errors, the experimenter consulted the 

child whether the director moved the right object and prompted the child to say the instruc-

tion again. Once the instruction was repeated, the director corrected the error and moved 

the right object. Then, the trial session was over. The participant and the director changed 

their seats and the experimenter made sure “that the participant understood who could see 

which objects” (Fan et al. 2015: 1092). In the proper experimental session which ensued, 

the participant “received a total of 12 instructions, 3 for each of four different grid setups” 

(Fan et al. 2015: 1092). For each of the setups, there was always one instruction which was 

ambiguous: it could be understood as referring to either an object that both the child and the 

experimenter could see, or to a distractor item that was hidden from the director’s sight. To 

perform the task correctly, the participant had to take the perspective of the director and 

disregard the distractor. The results from the task demonstrated that the “children in the 

exposure and bilingual groups regularly took the director’s perspective (…), whereas mon-

olingual children were at chance in selecting between the target and the distractor” (Fan et 

al. 2015: 1093). Moreover, it was found that while the participants in the bilingual and ex-

posure groups were significantly more likely than their monolingual peers to manipulate 

the target item, “the performance of the bilingual and exposure groups did not differ” (Fan 

et al. 2015: 1093). To further explore participants’ performance, Fan and colleagues (2015) 

analysed participants’ gaze patterns which preceded object selection.205 It was found here 

 
205 Here, the authors – following Tannenhaus and colleagues (1995) – proceed from the assumption that 

“looking toward an object typically precedes moving it” (Fan et al. 2015: 1093). Although looking at a given 

item does not mean that a person is finally going to pick it, research employing a social communication task 

similar to Fan and colleagues’ (2015) has found that both adults and children experience an initial tendency 
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that “the bilingual and exposure groups were less egocentric from the outset” (Fan et al. 

2015: 1094) – they made fewer initial eye movements towards the distractor object than 

their monolingual peers did. The authors conclude that the participants belonging to these 

two groups “were spontaneously more attuned to the perspective of the speaker compared 

with children in the monolingual group” (Fan et al. 2015: 1094). The finding that early 

multilingual exposure may lead to better developed communication skills has important 

implications for contemporary societies: “miscommunication might be reduced through 

active exposure of young children to varied linguistic environments” (Fan et al. 2015: 

1095). 

A related study into the link between exposure to multiple languages and communi-

cation ability has somewhat more recently been conducted by Liberman and colleagues 

(2017). These authors were interested in checking whether the benefits associated with 

multilingual exposure would be obtained in infants. Participants were 14- to 17-month-old 

infants who either were from monolingual English-speaking households, or who received 

regular exposure to English and to at least one other language (from a parent, a nanny, or 

day-care).206 The task that was employed here resembled the interactive social communica-

tion task used by Fan and colleagues (2015), as it also “required taking a speaker’s visual 

perspective to understand her intended meaning” (Liberman et al. 2017: 2f.). The experi-

mental session was conducted by two researchers: the experimenter and the director. The 

former acted as session facilitator, while the latter engaged in interaction with the infant. 

After an introductory phase, whose aim was to help the infants understand the aim of the 

game, the proper experimental session began: an opaque barrier and two toys were placed 

on the table. The barrier “prevented the director from seeing the object behind it”; the par-

ticipant, however, “could see both objects: one in front of the barrier, and one on the other 

side of the table” (Liberman et al. 2017: 4). On each trial, the director asked the infant to 

pass her the toy which she could see. Importantly, the trials were of two kinds: Different 

Toy trials and Identical Toy trials, the former featuring two different objects (for instance, 

 
towards egocentrism: in the study by Epley and colleagues (2004), adult participants were just as likely as 

children to make initial egocentric eye movements towards a distractor item. The major difference between 

adults and children seems to be that “adults are better able to subsequently correct an initial egocentric inter-

pretation” (Epley et al. 2004: 760). 
206 Importantly, the multilingual exposure group in this study included “any infant whose parent reported that 

he or she regularly heard even a minimal amount of a language other than English” (Liberman et al. 2017: 3). 

This decision was motivated by the findings of Fan and colleagues (2015), which indicate that “any regular 

exposure to a second language may be sufficient to increase communicative perspective-taking” (Liberman et 

al. 2017: 3). 
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an apple and a banana), and the latter – two identical objects. While Different Toy trials 

served as “a baseline measure for understanding reference” – after all, here “participants 

could select the correct toy based on the label alone”, Identical Toy trials required that the 

infants should take the director’s perspective (Liberman et al. 2017: 5). The results from the 

critical Identical Toy trials demonstrated that while “infants with monolingual exposure 

showed no ability to take the director’s perspective (…) and as a group (…) performed at 

chance”, “infants with multilingual exposure were better than chance in correctly identify-

ing the director’s intended meaning” (Liberman et al. 2017: 5). When the two groups were 

compared, it was found that the performance of the monolingual exposure infants was mar-

ginally worse than that of their multilingual exposure peers. To further investigate this 

problem, Liberman and colleagues (2017) conducted an additional analysis, which demon-

strated that while “most infants in the multilingual exposure group were active perspective-

takers, infants in the monolingual group did not systematically use the director’s perspec-

tive to decide how to respond” (Liberman et al. 2017: 6). In addition to this, the authors 

also checked whether the two groups would differ with regard to the number of participants 

who managed to reach out for the correct toy on all Identical Toy trials – that is, in the trials 

that tapped perspective-taking; here, the results were no less interesting. Although “high 

level of performance was rare in both groups” (Liberman et al. 2017: 7), this did happen 

significantly more often in the multilingual exposure group than in the monolingual group: 

while 6 out of 32 participants in the former group reached ceiling performance on Identical 

Toy trials, none of the participants in the latter group managed to achieve this. The authors 

conclude that “even when considering only infants whose performance meets the highest 

bar of success, infants from multilingual exposure backgrounds outperformed infants from 

monolingual backgrounds” (Liberman et al. 2017: 7). Discussing the findings obtained by 

Liberman and colleagues (2017) in the broader context of the various cognitive conse-

quences of bilingualism, one needs to remember that these authors did not test participants 

who were bi- or multilingual in the strict sense of these terms, but ones who had regular 

multilingual exposure. This was related to these participants’ very young age: they were not 

far into the second year of their lives, which is “before most infants speak more than a few 

words” (Liberman et al. 2017: 8). In addition, some of these participants had only minimal 

exposure to other languages, and nevertheless it did suffice to enhance their communication 

skills. The results of a correlation analysis that was performed by Liberman and colleagues 

(2017) “between how balanced an infant’s language exposure was (…) and performance on 
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Identical Toy trials” demonstrated that “linguistic exposure was not correlated with per-

spective-taking performance” (Liberman et al. 2017: 7). While these kinds of analyses can-

not be considered fully conclusive, the finding reported by Liberman and colleagues (2017) 

does indicate that balance in the amount of exposure to the different languages that an in-

fant gets “may not be the driving factor” (Liberman et al. 2017: 7) in enhancing his or her 

ability to take the perspective of another person. The authors believe that rather than this, it 

could be the social environment linked “with even minimal but regular exposure to multiple 

languages [that] lays the ground for more effective perspective-taking in communication” 

(Liberman et al. 2017: 7). Importantly, this advantage has been observed as early as in 14-

month-old infants. A question that may arise at this point is whether such beneficial conse-

quences of bilingualism, or of exposure to multiple languages, persist into adulthood, and 

whether they have also been observed and documented in aging populations. 

3.3.2.6. Cognitive reserve 

A fast-growing body of research is currently being accumulated which indicates that “the 

lifelong use of two or more languages exerts neuroprotective effects” (Green and Abutalebi 

2016: 340). One of the early studies examining “the effect of lifelong bilingualism on main-

taining cognitive functioning” has been conducted by Bialystok and colleagues (2007: 

459). These authors report that bilingual dementia patients “showed symptoms of dementia 

4 years later than monolinguals, all other measures being equivalent” (Bialystok et al. 2007: 

459). Although the subsequent rate of cognitive decline progression was found to be the 

same for both groups, Bialystok and colleagues (2007: 462) calculate that an onset “delay 

of 4 years at the age of [their] patients translates into a reduction of prevalence of 47%.” 

This is all the more impressive given that – as the authors point out themselves – “[t]here 

are currently no pharmacological interventions that have shown comparable effects (Bi-

alystok et al. 2007: 462). Having said this, Bialystok and colleagues (2007: 462) caution 

that their report “should be treated as suggestive rather than definitive”, since their “finding 

is correlational and not the result of an experimental design with random assignment to 

groups.” Still, they conclude that the obtained data are strongly in support of their assump-

tion that lifelong bilingualism may postpone dementia symptoms. 
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Similar findings have been reported by Craik and colleagues (2010), who looked at 

“patients diagnosed with probable Alzheimer disease (AD)” (Craik et al. 2010: 1726). 

Analysis of data obtained from these participants demonstrated that “the bilingual patients 

had been diagnosed 4.3 years later and had reported the onset of symptoms 5.1 years later 

than the monolingual patients” (Craik et al. 2010: 1726) despite the fact that they had less 

formal education.207 The two groups showed equivalent performance on cognitive measures 

and had equal occupational status. Although the authors note that their findings should be 

treated with caution, they also point out that “[t]he finding of a 4- to 5-year delay in the 

onset of symptoms of AD is dramatic” (Craik et al. 2010: 1728): as yet, no pharmacologic 

interventions have demonstrated comparable effects. 

Similar findings have been obtained by Alladi and colleagues (2013). These authors 

looked at case records of as many as 648 dementia patients in order to “determine the asso-

ciation between bilingualism and age at onset of dementia and its subtypes” (Alladi et al. 

2013: 1938). In addition, the authors examined the effects of several potentially interacting 

variables, such as the number of languages spoken by the patients, their education, and oc-

cupation. The results showed that bilingual patients demonstrated first symptoms of demen-

tia 4.5 years later than the monolinguals. Importantly, the authors obtained a significant 

difference “not only comparing all dementia patients, but also within the 3 main dementia 

subtypes” (Alladi et al. 2013: 1939f.): Alzheimer disease (AD) dementia, frontotemporal 

dementia (FTD), and vascular dementia (VaD), as well as in illiterate patients. The effect of 

bilingualism on delaying the onset of dementia symptoms was demonstrated “independent-

ly of other potential confounding factors, such as education, sex, occupation, cardiovascular 

risk factors, and urban vs rural dwelling, of subjects” (Alladi et al. 2013: 1941). A finding 

that was somewhat surprising to the authors was that they observed no additional advantage 

in patients who spoke more than 2 languages.208 Nonetheless, the results obtained by Alladi 

and colleagues (2013) demonstrate that bilingualism may act as a protective shield against 

the onset of dementia symptoms. 

 
207 The monolinguals could have been at an advantage here: education has been found to provide “a cognitive 

advantage such that persons with more years of education have higher levels of cognitive function throughout 

adult life and therefore require more pathology to reach any given level of cognitive impairment” (Bennett et 

al. 2003: 1912f.). Bennett and colleagues (2003), who report this finding, have observed that “formal educa-

tion, or something related to education, provides some type of cognitive or neural reserve that reduces the 

deleterious effect of senile plaques on cognitive abilities” (Bennett et al. 2003: 1913). 
208 Drawing on the findings of Chertkow and colleagues (2010), who reported that it was multilingualism, and 

not always bilingualism, that delayed the onset of Alzheimer disease in their elderly population, Alladi and 

colleagues (2013) expected to observe an additional benefit in their multilingual patients. 
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A related study has been conducted by Gollan and colleagues (2011), who explored 

the link “between bilingual language proficiency and onset of probable Alzheimer’s disease 

(AD) in (…) Spanish-English bilinguals” (Gollan et al. 2011: 3826). These authors report 

that “[h]igher degrees of bilingualism were associated with increasingly later age-of-

diagnosis (and age of onset of symptoms)” (Gollan et al. 2011: 3826); however, the bilin-

gualism-related advantage “was robust only in bilinguals with low education level” (Gollan 

et al. 2011: 3829). According to the authors, this indicates that quantitatively speaking, this 

advantage is not absolute, but seems to have an upper limit. Low-education bilinguals may 

enjoy an enhancement linked with greater bilingual language proficiency; highly educated 

bilinguals, however, may already be at the peak level of their cognitive reserve capacity to 

delay AD symptoms, which would explain why no further advantage has been observed. 

Gollan and colleagues (2011) point out that such an interpretation of their findings “in-

creases confidence” in the conclusions drawn by Bialystok et al. (2007) and Craik et al. 

(2010) as to bilingualism-related cognitive benefits and the link between the cognitive con-

sequences of bilingualism and cognitive reserve (Gollan et al. 2011: 3829). 

Behavioural results linking bilingualism to delayed onset of dementia have recently 

been supplemented by findings of research conducted with brain imaging techniques. 

Schweizer and colleagues (2012) used computed tomography (CT) scans to measure the 

degree of brain atrophy in monolingual and bilingual patients diagnosed with probable AD. 

The two patient groups were “matched on level of cognitive functioning and also on degree 

of clinical severity” (Schweizer et al. 2012: 992), but the monolinguals had more years of 

education and higher occupational status209 than the bilinguals did, which should favour210 

the former group. Nevertheless, the results demonstrated that the bilinguals had “substan-

tially greater amounts of brain atrophy” than the monolinguals in brain areas “traditionally 

used to distinguish AD patients from healthy controls, specifically, the radial width of the 

temporal horn and the temporal horn ratio” (Schweizer et al. 2012: 991). These findings 

indicate that bilingualism may lead to enhanced cognitive reserve, “delaying the onset of 

AD and requiring the presence of greater amounts of neuropathology before the disease is 

manifest” (Schweizer et al. 2012: 991). 

 
209 Of these two, only the difference in occupational status was statistically significant. 
210 Stern and colleagues (1994) and Evans and colleagues (1997) have found that low occupational status is 

linked with an increased risk of developing AD. 
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However, it is not only bilingual dementia patient populations that have been found 

to experience a bilingualism-related increase in cognitive reserve. Luk and colleagues 

(2011) used diffusion tensor imaging to test maintenance of white matter (WM) in normally 

aging elderly mono- and bilingual adults and “found higher WM integrity in older people 

who were lifelong bilinguals than in monolinguals” (Luk et al. 2011: 16808).211 The main-

tained integrity was observed “in the corpus callosum extending to the superior and inferior 

longitudinal fasciculi” (Luk et al. 2011: 16808). In addition to this, the authors checked 

whether “stronger WM connections would be associated with more widely distributed pat-

terns of functional connectivity in bilinguals” (Luk et al. 2011: 16808) and found that these 

participants did indeed demonstrate “stronger anterior to posterior functional connectivity 

compared to monolinguals” (Luk et al. 2011: 16808). The findings obtained by Luk and 

colleagues (2011) are “the first evidence that a naturally occurring life experience is related 

to WM plasticity in humans” (Luk et al. 2011: 16812). In the study, lifelong bilingualism, 

which is a kind of such experience, has been found to contribute to an increase in WM con-

nectivity, which in turn may be one mechanism that could, at least partially, constitute the 

neural correlate of cognitive reserve (Luk et al. 2011: 16812). 

A related study, also employing neuroimaging technology, has been conducted by 

Gold and colleagues (2013). To check whether bilingualism is a cognitive reserve variable, 

these authors compared white matter (WM) integrity and gray matter (GM) volumetric pat-

terns of normally aging older lifelong bilingual and monolingual adults.212 Gold et al. 

(2013) worked from the assumption that if bilingualism did indeed contribute to cognitive 

reserve, then the bilingual participants in their study should be “capable of normal cogni-

tive performance despite neuroimaging profiles typically associated with impaired cogni-

tion”, that is “reduced gray matter (GM) volume and white matter (WM) integrity” (Gold et 

al. 2013: 2842). The study found that “seniors who were lifelong bilinguals showed signifi-

cantly lower cerebral white matter (WM) integrity compared to their monolingual peers” 

(Gold et al. 2013: 2843). No differences were observed between the two participant groups 

in GM volume. Overall, the obtained pattern of results “is suggestive of moderate neuro-

degeneration in the bilingual group” (Gold et al. 2013: 2845). Importantly, both groups had 

comparable levels of cognitive functioning. Taken together, the findings obtained by Gold 

 
211 The participants “reported no known psychiatric or health issues that may affect neurological health” and 

“no experience of concussion” (Luk et al. 2011: 16809). 
212 The authors use the term “cognitively normal” (Gold et al. 2013: 2842). 
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and colleagues (2013) indicate that “lifelong bilingualism contributes to CR against WM 

integrity declines in aging” (Gold et al. 2013: 2841). 

Research has documented what might be considered another manifestation of bilin-

gualism-related enhancement in cognitive reserve. It has been found that bilinguals “show 

significantly better cognitive recovery following stroke than monolinguals” (Bialystok et al. 

2016: 57). One the studies into these problems has been conducted by Kaul and colleagues 

(2015). The authors looked at medical records of bilingual and monolingual ischemic 

stroke patients who underwent evaluation in a memory clinic 3-24 months after stroke. It 

was found that a significantly “larger proportion of bilinguals than monolinguals had nor-

mal cognition” (Kaul et al. 2015: 770). Moreover, a larger proportion of monolinguals than 

bilinguals had vascular mild cognitive impairment (VaMCI) and vascular dementia (VaD). 

The authors conclude that “bilingualism predicts a better cognitive outcome after stroke” 

(Kaul et al. 2015: 770) and propose that enhanced cognitive reserve may be the mechanism 

at play. 

Similar findings have been reported by Alladi and colleagues (2016), who “studied 

the role of bilingualism in predicting poststroke cognitive impairment in the absence of 

dementia” (Alladi et al. 2016: 258). The authors evaluated records of mono- and bilingual 

patients who had been diagnosed with acute ischaemic stroke and who underwent clinical 

evaluation between 3 and 24 months after stroke.213 The results demonstrated that “a [sig-

nificantly] larger proportion of bilinguals had normal cognition compared with monolin-

guals” (Alladi et al. 2016: 258). In addition, although the authors observed no difference in 

the incidence of post-stroke aphasia between the two patient groups, they found that signif-

icantly more monolingual than bilingual participants had “cognitive impairment, including 

vascular dementia and vascular mild cognitive impairment” (Alladi et al. 2016: 258). 

Drawing on the obtained results, Alladi and colleagues (2016: 258) conclude that “bilin-

gualism leads to a better cognitive outcome after stroke, possibly by enhancing cognitive 

reserve.” 

Discussing the cognitive advantages associated with bilingualism, such as delayed 

onset of first symptoms of dementia or better post-stroke cognitive recovery, we should be 

aware of one caveat: it might be the case that “monolinguals and bilinguals (…) [simply] 

have different baseline cognitive ability” (Bak et al. 2014: 959). This possibility has been 

 
213 As reported by the authors, the study did not include “[p]atients with disabling stroke (…), severe comor-

bidities, inadequate data, and preexisting dementia” (Alladi et al. 2016: 258). 
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empirically explored by Bak and colleagues (2014), who conducted “the first study examin-

ing the effect of bilingualism on later-life cognition controlling for childhood intelligence” 

(Bak et al. 2014: 959). The research was large-scale, with as many as 853 participants, who 

were first tested in 1947, at 11 years of age, and retested over six decades later. The authors 

not only “detected no negative effects of bilingualism” (Bak et al. 2014: 962), but also 

found that the bilinguals “performed significantly better than predicted from their baseline 

cognitive abilities” (Bak et al. 2014: 959). The obtained cognitive effects of bilingualism 

“showed a consistent pattern, affecting reading, verbal fluency, and general intelligence to a 

higher degree than memory, reasoning, and speed of processing” (Bak et al. 2014: 962). 

Bak and colleagues (2014: 962) conclude that their results “suggest a protective effect of 

bilingualism against age-related cognitive decline independently of CI” (childhood intelli-

gence), and that this finding cannot be explained by other factors, such as immigration, 

SES, or gender. Moreover, the cognitive reserve benefit associated with bilingualism is not 

restricted to early bilinguals, but extends to “those who acquired their second language in 

adulthood” (Bak et al. 2014: 959). 

3.3.3. A word of caution 

Although far from being exhaustive,214 the above review of findings on the cognitive con-

sequences of bilingualism might leave one wondering why monolingualism persists. Re-

searchers studying the various effects of bilingualism claim that it exerts great, if some-

times underappreciated, impact on contemporary societies, starting from their youngest 

members. To illustrate, Fan and colleagues (2015: 1095) postulate that “miscommunication 

might be reduced through active exposure of young children to varied linguistic environ-

ments”. Bialystok and colleagues (2016), in turn, demonstrate how – on the other side of 

the age continuum – societies could “profit from the protective effects that bilingualism 

 
214 An array of other relevant and interesting problems have been explored empirically. For instance, ample 

research has been conducted into the link between multilingualism and the expression of personality (Chen 

and Bond 2010), and it has been found that “a majority of multilinguals report feeling different when they 

switch from one language to another” (Dewaele and Nakano 2013: 107). Such differences may be manifest 

not only in trivial matters, such as perceived emotionality of advertisements (Puntoni et al. 2009), but also in 

more fundamental and consequential areas, such as making inferences (Hayakawa et al. 2016) and choices 

(Keysar et al. 2012) – including those involving risk (Hayakawa et al. 2016), and even morality (Costa et al. 

2014; Hayakawa et al. 2016). 
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provides” by implementing “social programs and interventions to support the maintenance 

of the second language among senior citizens” (Bialystok et al. 2016: 58), a move which 

would help to substantially reduce health care expenditures linked with treating dementia. 

Proposals such as those above, formulated on the basis of sound empirical evidence, merit 

attention and further examination: “[w]ith such a potential relevance for public health, any 

findings in this area need to be carefully scrutinised” (Bak 2016a: 700). One needs to be 

aware, however, that not all researchers subscribe to the view that bilingualism has positive 

cognitive consequences: there is an ongoing scientific debate not only as to the extent, but 

also – more fundamentally – as to the very existence of the bilingual advantage (Morrison 

and Taler 2020). Leivada et al. (2021: 200) recently pointed out that the term bilingual ad-

vantage is “entirely inaccurate even if it were to refer to a bona fide and generalizable bi-

lingual effect on neurocognition.” They postulate that the relevant findings are inconsistent 

and that “bilingual effects, especially at the behavioural level, can have a phantom-like 

quality”, by which they mean that it is impossible to predict “a priori when effects might or 

might not obtain” (Leivada et al. 2021: 197). Therefore, these authors prefer to use the term 

bilingual effect rather than bilingual advantage when they refer to the influence of bilin-

gualism on cognition (Leivada et al. 2021: 200). 

Among the most prominent participants in the debate on the effects that bilingual-

ism has on cognition are Kroll and Bialystok (2013), who – in order to get a comprehensive 

and accurate picture of the cognitive consequences of bilingualism – analysed a number of 

studies that have been conducted into the problem. The conclusion that these authors drew 

is quite unequivocal: “the bilingual is indeed a mental juggler at all levels of language pro-

cessing and (…) there are a host of consequences that result, many of which can be charac-

terised as benefits” (Kroll and Bialystok 2013: 511). This conclusion, as well as several 

other claims made by the authors, have been challenged by Paap (2014), who postulates 

that “the appearance of a steady stream of published reports [demonstrating a bilingual ad-

vantage] has been exaggerated” (Paap 2014: 242). 

In Paap’s (2014) line of reasoning, one can trace echoes of an important debate that 

has been going on in the scientific world, and which has been particularly heated within the 

field of psychology (Pashler and Wagenmakers 2012; Schooler 2014). The crux of this de-

bate is the “replication crisis” which has engulfed experimental sciences.215 The term refers 

 
215 The phenomenon is also referred to as the “replicability crisis”. 
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to “the current outpouring of concern over replicability” (Pashler and Harris 2012: 531) as 

researchers have become increasingly aware that the findings of many experimental stud-

ies, including high-profile ones, are difficult, if not impossible, to replicate – a problem 

experienced not only by independent researchers, but also by the authors of the original 

research. While there is disagreement as to the gravity, and even the very existence of the 

crisis, one problem seems to be acknowledged by all sides of the debate: not all research 

results are equally likely to get published.216 It happens that the publication of scientific 

findings depends on their nature, direction, or strength – a practice that distorts our 

knowledge base. 

Bilingualism research may not be free from this problem. As postulated by de Bruin 

and colleagues (2015b), “the idea of a bilingual advantage may result from a publication 

bias favouring studies with positive results over studies with null or negative effects” (de 

Bruin et al. 2015b: 1).217 To explore this possibility, these authors analysed abstracts of 

studies on the topic of bilingualism and executive control that were presented on 169 con-

ferences organised between 1999 and 2012, and subsequently checked which of these stud-

ies were later published. The research that was most likely to be published was that whose 

“results fully support[ed] the bilingual-advantage theory” (de Bruin et al. 2015b: 1). Re-

search with mixed results was less likely to be published, and research challenging the bi-

lingual advantage turned out to be the least likely to be published. De Bruin and colleagues 

(2015b: 1) report that the obtained discrepancy was not attributable “to differences in sam-

ple size, tests used, or statistical power”, and that an additional test that was performed 

“provided further evidence for the existence of a publication bias.” Interestingly, the au-

thors of this analysis admit that they themselves “are guilty” of the problem, as they “con-

tributed to the creation of the accepted wisdom of a cognitive advantage in bilinguals by 

publishing a study reporting an effect of bilingualism in a spatial negative-priming task” 

(de Bruin et al. 2015b: 1). The article in question, authored by Treccani and colleagues 

(2009), presented results from only one out of four tasks that “were administered at the 

same time and to the same participants” (de Bruin et al. 2015b: 1). The results that were 

submitted for publication were only those which found an effect of bilingualism (de Bruin 

et al. 2015b: 1). The results from the three remaining tasks did not yield any differences 

 
216 For instance, Stroebe and Strack (2014: 59) postulate that “the claim of a replicability crisis is greatly ex-

aggerated.” 
217 We speak of null results “when researchers fail to see an effect that should be detectable” (Mervis 2014: 

992). 
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between the monolingual and bilingual groups, and were therefore not submitted for publi-

cation. De Bruin and colleagues (2015b: 2) report one more such situation: their research 

group conducted a related study which employed “the same spatial negative-priming para-

digm that was successful in Treccani et al. (2009)”; this time, however, no effect of bilin-

gualism was obtained. As was the case with the other results that did not demonstrate dif-

ferences between mono- and bilinguals, these, too, were not submitted for publication. The 

reason that de Bruin and colleagues (2015b: 2) give for such situations is “the file drawer 

problem”, a phenomenon named and extensively discussed by Robert Rosenthal (1979) 

already in the late 1970s. Broadly defined, the term refers to the fact that “one cannot tell 

how many studies have been conducted but never reported” (Rosenthal 1979: 638). The 

extreme view is that “journals are filled with 5% of the studies that show Type I errors, 

while the file drawers are filled with the 95% of the studies that show nonsignificant re-

sults” (Rosenthal 1979: 638).218 While the reality cannot be as grim as that, the file drawer 

bias remains a major issue for contemporary science.219 

It needs to be remembered that the tendency of investigators to submit for publica-

tion only those studies that yield significant results is but one side of the problem. The other 

side is the tendency on the part of publishers to accept positive rather than null results. 

These two tendencies make up the publication bias, a phenomenon that “has an escalating 

and damaging effect on the integrity of knowledge” (Joober et al. 2012: 150).220 As has 

been pointed out by Mervis (2014: 992), “null results rarely see the light of day”, which not 

only results in “wasteful duplication”, but also skews scientific literature. 

This epitomises what – according to scholars such as Paap (2014) and de Bruin and 

colleagues (2015b) – has been happening in the literature on the cognitive consequences of 

bilingualism. De Bruin and colleagues (2015b: 7) postulate that the difference that they 

observed and reported “in publication percentage based on the outcomes of the study could 

be the result of a bias during several steps of the publication process: [a]uthors, reviewers, 

 
218 Somewhat more recently, a similar and no less controversial claim has been made by Ioannidis (2005: 

e124), who claims that “most published research findings are false.” 
219 This problem has been discussed by Spellman (2012), who – in the introduction to the special section of 

Perspectives on Psychological Science – admits that “most of [her] data are not published in good journals, or 

even in bad journals[, but] (…) are sitting in [her] file drawer” (Spellman 2012: 58). The major claim made in 

the paper is that “it’s (…) time to revisit our thoughts about what we choose not to publish” (Spellman 2012: 

58). 
220 As defined by Dickersin (1990: 1385), publication bias is “the tendency on the parts of investigators, re-

viewers, and editors to submit or accept manuscripts for publication based on the direction or strength of the 

study findings.” 
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and editors can decide to submit or accept only studies that showed positive results” (de 

Bruin et al. 2015b: 6). At the same time, de Bruin and colleagues (2015b) note that their 

results “might only be the tip of the iceberg”: their methodology does not make it possible 

to explore the extent of “the file-drawer problem occurring at the conference-submission 

level” (de Bruin et al. 2015b: 7). Thus, our view of the actual cognitive consequences of 

bilingualism may be even more distorted (de Bruin et al. 2015b: 7) than previously thought. 

It needs to be made clear at this point that being aware of the existence of a bias in 

the literature on bilingualism does not preclude considering bilingualism to be advanta-

geous; very often it is to the contrary. De Bruin and colleagues (2015b: 7) entertain the pos-

sibility that “the cognitive bilingual advantage is genuine, albeit smaller and less stable than 

often presented in the literature.” Paap and colleagues (2015: 2015) go further than that, 

asserting their belief “that the advantages of bilingualism across a host of personal, eco-

nomic, social, and cultural dimensions overwhelmingly preponderate any disadvantages” 

(Paap et al. 2015: 266). Thus, what these authors challenge is not the idea that bilingualism 

has positive cognitive consequences, but “[t]he hypothesis that managing two languages 

enhances general executive functioning” (Paap et al. 2015: 265). 

Paap and his collaborators have explored the link between bilingualism and execu-

tive function in a number of studies (Paap and Greenberg 2013; Paap and Sawi 2014; Paap 

et al. 2016), and discussed it in several commentaries and reviews (Paap 2014; Paap et al. 

2014, 2015), in which they looked at empirical results obtained by other researchers. Hav-

ing analysed earlier findings, these authors report that “[m]ore than 80% of the tests for 

bilingual advantages [in executive function] conducted after 2011 yield null results and 

those resulting in significant bilingual advantages tend to have small sample sizes” (Paap et 

al. 2015: 265). Further, the authors enumerate several practices which they consider to be 

problematic for studies with positive findings; these practices, which include 

“[in]appropriate tests of the critical interaction”, “failures to match on demographic fac-

tors”, and “a questionable use of the analysis-of-covariance to ‘control’ for these factors” 

(Paap et al. 2015: 265), may have skewed the obtained results. Subsequently, Paap and col-

leagues (2015: 265) note that “direct replications are under-utili[s]ed”, and that when they 

are utilised, “the results of seminal studies cannot be reproduced.” The next reservation 

voiced by the authors is that “most studies testing for bilingual advantages use measures 

and tasks that do not have demonstrated convergent validity” (Paap et al. 2015: 265), which 

means that rather than reflecting executive function skills, the obtained performance differ-
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ences may simply be products of task requirements. Finally, the authors look at bilingual-

ism research conducted with neuroimaging technology and postulate that it “ha[s] made 

only a modest contribution to evaluating the bilingual-advantage hypothesis” (Paap et al. 

2015: 265). The reason that they give for this is twofold: firstly, “the neural differences do 

not align with the behavioral differences”, and secondly, “the neural measures are often 

ambiguous with respect to whether greater magnitudes should cause increases or decreases 

in performance” (Paap et al. 2015: 265). Paap and colleagues (2015: 2015) conclude that 

“confirmation biases and common research practices” have a “cumulative effect”, which 

“has either created a belief in a phenomenon that does not exist or has inflated the frequen-

cy and effect size of a genuine phenomenon that is likely to emerge only infrequently and 

in restricted and undetermined circumstances” (Paap et al. 2015: 265).221 

Another area of bilingualism research that may suffer from similar problems is stud-

ies into the link between bilingualism and cognitive reserve. Calvo and colleagues (2016), 

who have recently analysed earlier research that has been conducted into these problems, 

postulate that the available empirical “evidence is inconsistent and largely based on retro-

spective approaches featuring several methodological weaknesses” (Calvo et al. 2016: 1). 

Among the possible confounding factors which may have skewed the results of prior stud-

ies, Calvo and colleagues (2016: 1) discuss “the criteria to establish bilingualism, differ-

ences in sample design, the instruments used to examine cognitive skills, and the role of 

variables known to modulate life-long cognition.” Subsequently, the authors propose sever-

al experimental approaches which could help circumvent these limitations. They postulate 

that the research problem merits “refining the control of relevant subject variables and (…) 

incorporating experimental tasks” (Calvo et al. 2016: 10). Finally, they posit that “the [re-

search] field should expand its horizons beyond AD and assess CR in bilinguals exhibiting 

other disorders” (Calvo et al. 2016: 12). This, according to the authors, would “pave the 

way for more refined insights into the possible impact of bilingualism on domain-specific 

CR” (Calvo et al. 2016: 13). 

An important contribution to the debate on the relationship between bilingualism 

and age-related cognitive decline has recently been made by Heredia et al. (2020). These 

authors have conducted a critical and thorough review of the existing literature and note 

 
221 In earlier work, Paap (2014) discussed other such practices and biases: “the frequent use of risky small n’s, 

a confirmation bias to report positive findings and a reluctance to conduct and report exact replications” (Paap 

2014: 242). 
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that the available findings point to bilingualism acting as a predictor and moderator of cog-

nitive reserve. In their discussion, Heredia et al. (2020: 1) highlight the importance of 

“[i]dentifying extraneous variables that moderate or mediate a causal relationship” – they 

see this as the way to push research on bilingualism forward. They also propose analytical 

approaches that would enable model and hypothesis testing. Finally, the authors make a call 

for researchers’ creating and working with big collaborative datasets in order to foster the 

understanding of the link between bilingualism and the aging brain. 

While the data that have so far been accumulated on the neurocognitive conse-

quences of bilingualism “[reveal] a hazy and inconsistent picture” (Calvo et al. 2016: 3), a 

dramatically different view is presented in the media. As noted by Sekerina and Spradlin 

(2016: 506), “[j]ournalists were quick to pick up on the explosion of research on the cogni-

tive benefits of bilingualism, and its coverage in the news media also grew tremendously.” 

Here, as it has often been the case, “journalists got carried away in their interpretations of 

the more nuanced scientific reports; blogs, advice columns, and TV news programs exag-

gerated the claims made by researchers and extended them beyond those in the original 

studies” (Sekerina and Spradlin 2016: 506). Consequently, a lot of what is currently said or 

written in the media about the cognitive consequences of bilingualism is verging on the 

incompetent. To illustrate, bilinguals are claimed to be smarter (Bhattacharjee 2012), to 

have healthier brains (Fox 2011) which “delay aging effects” (Dell’Amore 2011), to have 

better health, earn more money as well as lead “a more fulfilling personal life” (Kostiuk 

2016), and even to be better lovers (Riotta 2015) (sic!). Interestingly, the authors of many 

of the above articles make frequent reference to research findings, citing relevant empirical 

work in order to substantiate the exaggerated claims. The problem here seems to be that 

“[e]ven when journalists [report] on important findings related to the cognitive benefits of 

bilingualism, (…) they d[o] not always get the story right” (Sekerina and Spradlin 2016: 

506). The above examples are good illustrations of this. One needs to be aware, however, 

that “exaggerations going well beyond what is supported by evidence” (Bak 2016a: 702) 

are but part of the problem. 

Another important factor at play here is that if negative and mixed findings are less 

likely to be published in academic sources, they are all the less likely to get through to the 

media. The reason for this is prosaic: such findings do not make the headlines. Consequent-

ly, the media devote little, if any, coverage to contradictory research findings and the ongo-
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ing scientific debate on the effects of bilingualism.222 While “[i]t would be tempting (…) to 

put all the blame on the media” (Bak 2016a: 702), it would also be inaccurate. As pointed 

out by Bak (2016a: 702), “the tendency to exaggerate the potential relevance of research 

findings can be traced back to academic press releases (…), if not to the statements by sci-

entists themselves.” Such statements, he posits, have their roots in the current competitive 

scientific atmosphere, whereby researchers “feel under pressure to produce constantly nov-

el and socially relevant results” – an environment which does not foster “balanced and self-

critical attitude[s]” (Bak 2016a: 702).223 

While it is unlikely that the media should suddenly change into reliable transmission 

channels of research findings, the scientific community is becoming increasingly aware of 

the “problems in how research is run, analyzed, reported, evaluated, reviewed, and selected 

for publication” (Spellman 2012: 58). Numerous efforts have been made to remedy the 

situation.224 “There are now more journals, typically online, that make the review process 

quicker and more open” (Spellman 2012: 58). In addition, websites have been launched 

which enable researchers to “post nonrefereed research or ʻregister’ experiments before 

they are run”, or to “post information about (…) attempted replications of published stud-

ies, regardless of whether they succeeded or failed” (Spellman 2012: 58). Apart from these, 

researchers have called for “[b]etter powered evidence, e.g., large studies or low-bias meta-

analyses” (Ioannidis 2005: 0700), “publication of high-quality negative studies” (Joober et 

al. 2012: 151), as well as “enhanced research standards and curtailing of prejudices” (Ioan-

nidis 2005: 0701). One, somewhat controversial, proposal is that “funding agencies could 

impose costs on investigators who do not write up the results of funded studies” (Franco et 

al. 2014: 1504). Numerous authors stress the need to conduct replications, which are the 

“gold standard for ensuring the reliability of published scientific literature” (Frank and 

 
222 Among the few notable exceptions is Vince (2016a), who – in an article titled “Why being bilingual helps 

keep your brain fit” – writes about the recent “backlash against the studies showing benefits from bilingual-

ism”: she mentions researchers “tr[ying] and fail[ing] to replicate some of the results”, as well as “others 

question[ing] the benefits of improved executive function in everyday life.” Still, the crux of her article is that 

“researchers are finding a swathe of (…) benefits from speaking more than one language.” Interestingly, an 

edited version of the article was republished by The Guardian, where it appeared under a different – far more 

commercial, and far less accurate – title: “Why being bilingual works wonders for your brain” (Vince 2016b). 
223 A similar diagnosis is offered by Joober and colleagues (2012: 149), who note that “the highly competitive 

environment for funding and career promotion (…) incites researchers to submit predominantly positive re-

sults for publication, knowing that they are more likely to be considered for publication by editors, more fa-

vourably reviewed by peers and, once published, more likely to be cited.” 
224 One of the more interesting early proposals has been by Sackett (1979), who drafted a whole “catalog of 

biases which may distort the design, execution, analysis and interpretation of research” (Sackett 1979: 51). 

The “positive results bias” is but one of the 57 indexed in the catalog. 
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Saxe 2012: 600). Of particular importance are exact replications (Pashler and Harris 2012; 

Paap 2014), as – in contrast to conceptual replications – only they can “call into question 

the essence of the phenomena as inferred from the original report” (Paap 2014: 253). How-

ever, as pointed out by Pashler and Harris (2012: 533), “the sort of direct replications need-

ed for identifying erroneous findings are disturbingly rare”, and “even when such data are 

collected, the results are hard to publish.”225 An interesting solution to this problem has 

been put forward by Frank and Saxe (2012), who propose that replication “should be per-

formed by students as part of their coursework in experimental methods” (Frank and Saxe 

2012: 600). Apart from these, other related incentives have been proposed in the academic 

society with the view to making the published empirical evidence more representative of 

reality; “many (…) have been around for decades, but have yet to be universally imple-

mented, while others are just beginning to be discussed” (Makel 2014: 6). Some initiatives, 

such as Internet archives of replication attempts, are already bringing good results.226 How-

ever, as noted by Joober and colleagues (2012: 151f.), “[i]t is only through a concerted ef-

fort at different levels that (…) publication bias can be remedied.” 

Regardless of how effective the academic society turns out to be at dealing with this 

issue, one phenomenon, sometimes considered to be a problem of contemporary science, is 

unlikely to be eradicated; this phenomenon is contradictory findings. It seems highly im-

probable that new empirical results should begin to yield more convergent patterns. It is to 

the contrary: as the problem of publication bias begins to wane, the academia will be faced 

with even more variability in the published work. Also, the voices in the scholarly debate 

are likely to become more diverse. One important point that needs to be addressed here is 

how conflicting evidence should be perceived: as “a threat to the trustworthiness of scien-

tific research”, or as “a sign of the health of a discipline” (Bak 2016a: 699). 

This problem has been discussed by Bak (2016a), who takes a closer look at the cur-

rent intense debate on the effects bilingualism. The major claim made by this author is that 

– contrary to what is sometimes postulated – “the conflicting evidence in the area of bilin-

gualism and cognition and the ensuing debate are neither surprising, nor worrying, nor ex-

ceptional compared with other areas of science” (Bak 2016a: 702). He points out that that 

the problem of publication bias is by no means new, that it “has been discussed for over 50 

 
225 A similar observation has been made by Paap (2014: 253), who writes that “[s]uccessful conceptual repli-

cations are more publishable than exact replications.” 
226 One such archive is “PsychFileDrawer: Archive of Replication Attempts in Experimental Psychology”, 

which was created by Pashler and colleagues, and was available at www.psychfiledrawer.org. 
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years” (Bak 2016a: 707),227 and that contradictory findings and academic debates “have 

accompanied science since its very infancy”: they are so deeply entrenched in all academic 

endeavour that “it would be hardly possible to imagine science without them” (Bak 2016a: 

707). Debate is indeed “at the very heart of scientific progress”, as it “can stimulate new 

findings, lead to refinement [or refutation] of existing theories, and to the creation of new 

ones” (Bak and Robertson 2017: iii). Knowledge progress would not be possible without 

constructive criticism and attempted refutations, and if the ability to self-correct really is “a 

hallmark of science” (Ioannidis 2012: 645), then conflicting evidence should be viewed as 

a valuable and welcome contribution to scholarly debate.228 

Another popular idea that Bak (2016a) takes issue with is “the assumption that dif-

ferent studies performed in different parts of the world should yield the same results” (Bak 

2016a: 699).229 According to the author, this conjecture is faulty, as it relies on several fun-

damental preconceptions: “[i]t assumes the use of the same paradigms, same experimental 

material and its administration, same type of participants as well as the same analysis and 

interpretation of the results” (Bak 2016a: 708). Achieving such a degree of convergence at 

all levels of empirical work seems to be unattainable. Bak (2016a) further points out that 

introducing even subtle differences in the experimental tasks employed may lead to obtain-

ing dramatically different results; here, he draws on the findings of Costa and colleagues 

(2009), whose classical research “demonstrated how even small changes in the difficulty of 

an experimental paradigm make differences between mono- and bilingual subjects appear 

and disappear” (Bak 2016a: 708). Similarly, stimuli choice, the mode of their presentation, 

and the time of testing are all likely to have impact on study results. The same case is with 

the selection of study subjects or – to put it in a different way – the very definition of bilin-

gualism that a given researcher subscribes to: “where we put the ʻbilingualism threshold’ 

 
227 Here, Bak (2016a: 707) refers to Sterling (1959) and his “seminal observation that out of 298 papers pub-

lished in leading psychological journals, 286 confirmed the original hypothesis.” 
228 The significance of fruitful critical discussion has been expounded by philosophers of science, and notably 

by Popper (1962). Popper (1962) postulates that the progress of science takes place by “conjectures” – that is, 

“by unjustified (and unjustifiable) anticipations, by guesses, by tentative solutions to our problems” (Popper 

1962: vii), and he considers our criticism of [these] conjectures to be “of decisive importance” for the devel-

opment of knowledge: “by bringing out our mistakes it makes us understand the difficulties of the problem 

which we are trying to solve” (Popper 1962: vii). Popper (1962: vii) notes that “the very refutation of a theory 

(…) is always a step forward that takes us nearer to the truth.” 
229 Elsewhere, Bak (2015) notes that this assumption is at the heart of such claims as the one voiced by Paap 

and colleagues (2015: 265), who posit that “[b]ilingual advantages in executive functioning either do not exist 

or are restricted to very specific and undetermined circumstances”, or – as paraphrased by Bak (2015: 332) – 

that “cognitive differences between bilinguals and monolinguals do not exist [and] papers proposing anything 

else are methodologically flawed or biased.” 
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might well decide whether we find significant results or not” (Bak 2016a: 708). Next, the 

numerous participant variables come into play, each of which may also influence the re-

sults. The same applies to data analysis: “different ways of analysing the same data can 

lead to different conclusions” (Bak 2016a: 709). Finally, the environment in which a given 

experiment is conducted also matters: different – albeit not always easily perceptible – fac-

tors may come into play here and bear upon the obtained findings.230 

Given all of the above, the discrepancies in empirical findings regarding the cogni-

tive consequences of bilingualism seem to be anything but unexpected. Moreover, even the 

results of direct replications may differ from those of the original research. As pointed out 

by Bak (2016a: 709), “the fact that the same experiment does not replicate in every place 

does not have to be due to errors, incompetence, bad will, bias, let alone dishonesty of the 

researchers involved”; it may simply be a reflection of environmental differences. There-

fore, to get closer to the truth, researchers should compare results of studies conducted 

“across different environments” (Bak 2016a: 710). 

Viewed from this perspective, contradictory findings do not seem to be “a curse[,] 

but a blessing for the advancement of science” (Bak 2016a: 710). They “[draw] our atten-

tion to potential methodological problems” (Bak 2016b: 221), which may have a host of 

positive consequences: it can provide a strong incentive for the search of new relevant vari-

ables which may otherwise have slipped the attention of researchers, and it plays a substan-

tial part in the process of refining or abandoning old, and producing “new theories, with a 

much stronger claim to universality than those based on a small sample of world’s coun-

tries and cultures” (Bak 2016a: 710). To put it shortly – contradictory findings “can help us 

to develop better research” (Bak 2016b: 221). If this is so, then conflicting evidence should 

by no means be considered one of the major problems of contemporary research into the 

cognitive consequences of bilingualism. 

In his analysis, Bak (2016a) provides one more argument in support of the above 

statement. He points out that while “it is easy to get carried away by the colourful rhetoric 

 
230 Bak (2016a) illustrates this with a convincing example of scientists who wish to establish the temperature 

at which water begins to boil, conducting relevant experiments in their respective labs. While the majority of 

scientists obtain the value of 100C, one “colleague from La Paz in Bolivia reports that repeated measurements 

have shown a significantly lower boiling temperature, well below 90C” (Bak 2016a: 709). The situation is 

inexplicable until measurements from other locations, such as Quito, Bogota, Addis Ababa or Lhasa, are 

made available. It is only then, when all the data are compared, that an explanation – a major environmental 

difference – can be arrived at: “[t]he boiling temperature of water depends on the altitude, a fact which will 

not become apparent if we confine our experiments to cities lying at the sea level” (Bak 2016a: 709). 
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of the current ̒ bilingualism debate’”, the claims as to the multitude of contradictions in the 

obtained findings are highly exaggerated: “[a]dmittedly, some studies show significant dif-

ferences between mono- and bilingual groups and others don’t, but if there is a difference, 

it has a remarkably similar pattern across various studies” (Bak 2016a: 701). Bak (2016a) 

illustrates this with a few examples. He notes that if studies comparing the performances of 

mono- and bilinguals yield a single difference between the participant groups, then this 

difference “is much more likely to be in the executive domain than in any other cognitive 

function, such as memory or visuospatial skills” (Bak 2016a: 701).231 Next, he observes 

that it is tasks tapping inhibition, monitoring and switching rather than reasoning tasks that 

tend to yield group differences.232 Further, he postulates that “[t]he same consistency of 

profile applies to the negative effects of bilingualism” (Bak 2016a: 701), and illustrates this 

with findings of monolingual superiority on such linguistic measures as lexical access.233 

The “contrast between executive functions and language” can also be found in studies ex-

ploring the impact of bilingualism on patients suffering from various brain diseases, where 

bilingualism has been linked with “a better outcome in terms of post-stroke dementia and 

post-stroke mild cognitive impairment but not in terms of post-stroke aphasia” (Bak 2016a: 

701).234 One of the most interesting claims made by Bak (2016a) is that even those findings 

which are “cited usually as examples of null-results, reporting no differences between 

mono- and bilinguals”, show a similar and consistent pattern of results (Bak 2016a: 701). 

The example he gives here is the research by Zahodne and colleagues (2014), who con-

ducted a large-scale longitudinal study of aging and dementia in a population of Hispanic 

residents of Northern Manhattan. Although the obtained results “[did] not support a protec-

tive effect of bilingualism on age-related cognitive decline or the development of demen-

tia”, the bilingual participants in the study did obtain higher initial scores on all the tested 

cognitive domains: executive function, memory, language, and speed (Zahodne et al. 2014: 

238). Importantly, as pointed out by Bak (2016a: 701), the performance difference “was 

biggest for the executive function score, followed by speed, language and memory”, a pat-

tern that is, once again, unlikely to have been coincidental. 

Discussing these inconsistencies, Bak (2016a: 701) uses the metaphor of “a moun-

tain chain submerged under water, hidden and exposed in turn by rising and falling tides 

 
231 The author draws on the findings of Bak and colleagues (2014) here. 
232 Here, Bak (2016a) refers to the findings obtained by de Bruin and colleagues (2015a). 
233 Here, Bak (2016a) draws on Gollan and colleagues (2005), and Ivanova and Costa (2008). 
234 These are the findings of Alladi and colleagues (2016). 
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but nevertheless maintaining its shape.” On this account, patterns can easily be identified in 

the empirical findings available: “we can predict which parts are likely to appear first when 

the water levels begin to fall”; what remains to be done, however, is to find out “what de-

termines the changes in water level” (Bak 2016a: 701). This, in turn, can only be achieved 

if we acknowledge the existence of what is “one of the most important genuine problems” 

that the study of bilingualism is fraught with – “the high number of potential confounding 

variables” (Bak 2016b: 205). While this “forest of confounding variables” (Bak 2016b: 

205) does call for a greater methodological awareness, it at the same time demonstrates 

“that by studying bilingualism we also study the complex relationship between language, 

the human mind, the brain and society: one of the most fascinating topics in all of science” 

(Bak 2016b: 221). 

3.4. Conclusion 

The analysis undertaken in Chapter 3 aimed at introducing the field of bilingualism. Here, 

emphasis was laid on the prevalence and heterogeneity of the phenomenon. The author 

reviewed the major definitional controversies and laid out several major factors that are 

relevant for describing bilingual individuals and populations. These factors include the de-

gree of bilingualism, the age and context of bilingual language acquisition, the domain of 

language use, as well as social orientation. 

The subsequent part of the analysis was devoted to the advantages and disad-

vantages of bilingualism. Here, the author reviewed empirical findings concerning several 

areas of importance: metalinguistic awareness, verbal abilities, cognitive flexibility, execu-

tive function, Theory of Mind, communication skills, as well as cognitive reserve. Discuss-

ing these research results, the author presented the concept of bilingual advantage. 

The final part of the discussion was devoted to scientific controversy and discrepant 

findings of research into the bilingual advantage. These issues were examined in the con-

text of the current scientific debate concerning problems such as the replication crisis and 

the positive publication bias. Reviewing the claims of ardent opponents of the idea of the 

bilingual advantage, the author detailed out the possible reasons for the problems with rep-

licating research findings. Finally, the author pointed to the need for a greater methodologi-
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cal awareness, as the study of bilingualism is fraught with a number of potential confound-

ing factors. 

Once the major issues relevant to the study of bilingual advantage have been out-

lined, the time has come to examine whether bilinguals enjoy an advantage over their mon-

olingual counterparts in one more area – that of figurative language comprehension. The 

relevant literature will be discussed in the following chapter. 
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Chapter 4: Towards irony comprehension in bilinguals 

4.1. Introduction 

The goal of Chapter 4 is to review the current state of knowledge concerning irony com-

prehension in bilingual populations. As, heretofore, little research has been conducted into 

the comprehension of ironic utterances by bilingual individuals, let alone bilingual children, 

the chapter begins with a brief overview of studies into bilingual figurative language com-

prehension. Here, idioms, metaphors, proverbs, and similes are looked at. 

Subsequently, the scope of the discussion is narrowed to irony. Critical differences 

between the processing of irony and that of other types of figurative language are analysed. 

Further, relevant insights from various fields of study are presented: language acquisition, 

neuroimaging research, as well as research conducted with clinical populations. The impli-

cations of these studies for bilingual research into irony are provided. 

The focus of the final part of Chapter 4 is on studies that have so far been carried 

out to explore irony in the bilingual context. Findings of research conducted with adult par-

ticipants are discussed first, followed by an analysis of the relevant findings obtained with 

bilingual children. Given that few such studies have been carried out, the author closes the 

chapter with a brief overview of the issues that yet need to be empirically addressed. The 

current study aims to shed light on many of these. 
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4.2. Figurative language comprehension in bilinguals 

Exploring bilingual figurative language processing, one delves into “two of the most com-

plex topics of the research on language processing” (Cacciari 2015: xiii). The difficulties 

that studying bilingualism is entwined with have been detailed out in Chapter 3; despite 

these problems, “questions centred around bilingual language processing and its cognitive 

underpinnings and neural substrates have drawn the attention of researchers working in 

different fields of expertise” (Tomczak and Jaworska-Pasterska 2017: 6). Similarly, the 

questions of figurative language comprehension and production – no less complex than 

those of bilingual processing – have been attracting increased attention from scholars. Re-

cent years have witnessed a surge of academic interest in problems which lie at the inter-

section of these two research areas. 

4.2.1. Introducing bilingual figurative language processing 

If one was to summarise what has so far been discovered concerning bilingual figurative 

language comprehension, the best answer would probably be that “figurative competence in 

the second language (even in proficient language users) falls behind the first language 

competence” (Bromberek-Dyzman et al. 2010: 209). One reason why this answer is so 

good is that it does not go into unnecessary detail. It seems that those seeking for universal 

rules governing the processing patterns of all the different types of figurative language may 

arrive at a dead end – especially given how diverse the phenomenon of figurative language 

is, and given the fact that the very “issue of what should be labelled literal and figurative 

has been hotly debated by language scholars” (Cieślicka 2004: 12). Thus, what is common 

to all figurative utterances is that they pose true challenge to hearers; this challenge seems 

to be greater for individuals who receive the figurative message in their L2. Littlemore and 

Low (2006a: 25), who looked into this problem in their work on figurative thinking and 

foreign language learning, postulate that because “language learners do not have native 

speaker competence in the target language, they are not always able to process figurative 

language in the same way as native speakers do” (Littlemore and Low 2006a: 3). Further in 

their discussion, these authors give three potential reasons for the difficulties that foreign 

language learners experience when decoding figurative utterances. Firstly, learners may be 
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unacquainted with conventions that mandate the use of figurative language; secondly, they 

may be unacquainted with cultural connotations that are necessary for its comprehension; 

thirdly, they “may not have access to a repertoire of prefabricated, and readily understood, 

figurative multiword items”, which may cause them to “try and understand each word sepa-

rately” (Littlemore and Low 2006a: 6). While the label “foreign language learners” encom-

passes a number of highly diverse and, oftentimes, highly idiosyncratic groups of bilin-

guals, the problems outlined by Littlemore and Low (2006a: 6) may – at least to some 

degree – be of more general relevance. For one thing, “using and comprehending figurative 

language effortlessly constitute a test of how fluent and native-like an L2 speaker is or 

thinks he or she is” (Cacciari 2015: xiii); for another, “[u]nderstanding and (…) producing 

idiomatic expressions in L2 is a challenge even for proficient L2 speakers” (Cacciari 2015: 

xiii). It needs to be added here that even monolinguals – often taken as models of an ideal 

speaker-hearer – may be unfamiliar with some of the idioms which exist in their mother 

tongue. 

4.2.2. Idioms 

Of all figurative language types, it is idioms that seem to have enjoyed most attention from 

scholars working with bilingual populations. Also, as pointed out by García and colleagues 

(2015: 151), “it appears that most of what we know about how bilingual speakers process 

figurative language derives from experiments utili[s]ing idiomatic expressions as experi-

mental stimuli.” Idioms have typically been defined as “multiword units whose figurative 

meanings are distinct from their component words” (Titone et al. 2015: 172).235 The study 

of idiomatic expressions has been central to figurative language researchers for a number of 

reasons; one of these is that idioms have been “the prototypical fixed expression for many, 

 
235 This definition, albeit very general, is sufficient for the purpose of the current analysis; hence, no attempt 

will be made for a more precise and exhaustive formulation of the phenomenon. Providing a detailed defini-

tion of idioms would be a daunting, if not futile, task – mostly because of their, as Cieślicka (2004: 19) put it, 

“widely heterogeneous nature”. Idioms are a large and diverse group of multiword expressions; Alexander 

(1991), who proposed a typology of idioms in English, lists as many as 9 idiom types: gambits (there you go), 

clichés (It’ll all come out in the wash), proverbial idioms (When the cat’s away), tournure idioms (to fall on 

deaf ears), irreversible binominal idioms (part and parcel), phrasal compounds (a dog’s breakfast), phrasal 

verb idioms (to pass off), metaphorical/allusive idioms (to send somebody to Coventry), and idiomatic similes 

(as deaf as a post) (Alexander 1991: 3). It would be extremely difficult to capture all these expression types in 

one succinct and unambiguous definition. 
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if not all, linguists” (Alexander 1991: 2). Another – and, perhaps, a far more important one 

– is the dual nature of idioms, which function as “conventionalized sequences, subject to 

rapid direct retrieval from the mental lexicon, and as decomposable sequences, subject to 

normal syntactic and semantic analysis” (Titone et al. 2015: 172). It is owing to this dual 

status that idioms have great “relevance for resolving the literal versus nonliteral dichotomy 

debate” (Cieślicka 2004: 15).236 This is not to say that the dual nature of idioms is their 

only intriguing characteristic; another, and no less fascinating one, is that they are “highly 

heterogeneous and vary along a number of dimensions” (Cieślicka 2015: 212). To illus-

trate, some idioms are literally plausible, as in kick the bucket, while others aren’t, as in go 

bananas. Further, depending on the “extent to which the original metaphorical motivation 

of an idiomatic phrase can be deduced from its literal analysis” (Cieślicka 2015: 213), idi-

oms may be transparent, as in saw logs, or opaque, as in send somebody to Coventry. An-

other dimension along which idioms vary is their decomposability, or analysability – that is 

“the degree to which individual meanings of an idiom contribute to its overall figurative 

interpretation” (Cieślicka 2015: 213); thus, some idioms are semantically decomposable, as 

in spill the beans, while others are non-decomposable, as in kick the bucket.237 Idioms also 

vary with regard to their predictability: while some are highly predictable – that is easily 

and quickly recognised as nonliteral, so that the hearer can complete the idiomatic phrase 

even before the whole sentence has been uttered, as in Let the cat out of the… (bag), others 

are low predictable, whereby the hearer has to receive the whole idiomatic expression to 

recognise it as figurative (Cieślicka 2015: 212), as in under the… (weather). In addition to 

this, idioms differ along the dimension of familiarity; those which are popular in a given 

language are highly familiar, and their idiomatic meanings are salient238 (or prominent) for 

hearers and speakers, as in spill the beans. The figurative meanings of low familiar idioms, 

 
236 The debate as to whether (and, if so, how) a clear boundary can be drawn between literal and figurative 

language is far from being over. In her discussion of this debate, Cieślicka (2004: 14) draws on Honeck 

(1980: 25), who seems to have captured the essence of the controversy: “the boundaries of figurative lan-

guage are no less fuzzy, squishy, and ill-defined than language in general.” 
237 Discussing idiom transparency and decomposability, Cieślicka (2015: 213) makes an important point that 

although people have a tendency to perceive transparent idioms as more decomposable, and although certain 

authors – such as, for instance, Abel (2003) – have used these two terms interchangeably, idiom transparency 

and decomposability should by no means be viewed as synonymous. She illustrates this claim with two ex-

amples: the idiom jump the gun, which is transparent and nondecomposable, and pop the question, which is 

opaque and decomposable (Cieślicka 2015: 213). 
238 Throughout the current discussion, “salience” is to be understood in terms of the priority of a given mean-

ing, as postulated by Giora’s (1997, 1999, 2002, 2003) Graded Salience Hypothesis (henceforth GSH). For a 

more detailed discussion of the GSH, see section (1.6.8). 
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on the other hand, are less salient; to illustrate, upon encountering an expression such as get 

one’s goat, a hearer may first consider its literal interpretation. The above list of factors that 

come into play during the processing of idioms does not just show how much there is to be 

gained from the study idioms; it also testifies to the challenge that this kind of research is 

fraught with. 

As has been the case with all psycholinguistic studies, early explorations of idiom 

processing employed a monolingual perspective (Kroll et al. 2012). Here, one of the critical 

issues has been whether it is the figurative or literal meaning of an idiomatic expression 

that enjoys a processing advantage (Glucksberg 2001; Papagno and Romero-Lauro 2010). 

Since bilingual research has been informed by and built upon monolingual research, the 

question of meaning activation in the course of idiom processing has also been central to 

many a bilingual study; these often compared the results obtained by non-native speakers 

with those of natives (Matlock and Heredia 2002; Cieślicka 2004, 2006a; Siyanova-

Chanturia et al. 2011; Paulmann et al. 2015; Beck and Weber 2016). Scholars have long 

sought to investigate what parallels can be drawn between monolingual and bilingual idiom 

processing. An early study by Irujo (1986: 287) explored “whether second language learn-

ers use knowledge of their first language to comprehend and produce idioms in the second 

language.” However, more recent research has also looked into related problems – for in-

stance, Titone and colleagues (2015: 171) investigated whether “the linguistic factors that 

control monolingual comprehension (…) similarly control bilingual comprehension.” Mon-

olingual research has established that the nature of idiom processing is multidetermined 

(Libben and Titone 2008); however, for bilingual speakers, numerous other variables enter 

the scene that come together with the presence of a second language, and further compli-

cate the picture. Thus, in addition to considering factors such as idiom familiarity, literal 

plausibility, and decomposability, which have been found to play an important part in how 

monolingual speakers comprehend idiomatic expressions (Libben and Titone 2008), re-

searchers of bilingualism have to take into account the dimensions which are unique for L2 

users. It is through dynamic interaction of all these factors that bilingual idiom comprehen-

sion is shaped. In spite of the complexity of this problem, and despite the fact that bilingual 

language processing is a relatively new research area239, scholars have managed to explore 

 
239 As has been noted by Kroll and colleagues (2012: 229), it has been since the 1990s that the “dramatic 

increase of research on bilingual speakers” has taken place – together with the recognition “that bilingualism 

is not an unusual or problematic circumstance but one that characterizes more language speakers in the world 

than monolingualism.” 
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the role of numerous variables affecting bilingual idiom processing.240 One of these is idi-

om cross-language similarity (or overlap), which has been investigated from many perspec-

tives, including pedagogically-oriented work, such as the research by Laufer (2000), 

Liontas (2002), Cieślicka (2006b), Liontas (2015), or Türker (2019), and processing-

oriented work, such as Cieślicka and Heredia’s (2013) study.241 No less interesting are stud-

ies that have been conducted into other factors modulating bilingual idiom processing, such 

as salience and context (Cieślicka and Heredia 2011)242, language dominance, salience, and 

context (Cieślicka et al. 2014)243, or language proficiency and idiom congruence244 (Carrol 

et al. 2016).245 Of late, researchers have also explored such problems as idiom representa-

tion and storage (Pritchett et al. 2016), task effects in the processing of idioms by bilingual 

speakers varying in language dominance (Cieślicka et al. 2017), or the effects of language 

brokering246 experience on idiom comprehension (López and Vaid 2018).247 Compared 

with studies conducted with adult bilingual participants, surprisingly little research is avail-

able on how bilingual children understand idiomatic expressions. Moreover, the bulk of 

work that has been conducted into this problem has had a language intervention focus: such 

was the case with early publications (Yandell and Zintz 1961), but this is also true for more 

recent studies (Fusté-Herrmann 2008; Wang and Plotka 2018). 

 
240 Providing a detailed overview of the work that has so far been conducted into these problems is far beyond 

the scope of the present discussion; instead, the current author will touch upon several areas which have more 

or less recently caught the attention of scholars, and which she considers interesting. For a representative 

account of the current state of knowledge about idiom acquisition and processing in the nonnative context, 

including an overview of L2 idiom processing models and theories, see Cieślicka (2015). 
241 Here, using the eye tracking paradigm, the authors demonstrate how cross-language similarity affects idi-

om processing as it unfolds in real time. The results indicate that bilinguals experience interference while 

processing similar idioms: the presence of an L1 translation equivalent “calls for the extra processing time 

needed for its suppression” (Cieślicka 2015: 230). Such a problem does not exist for different idioms, where 

no direct translations are available. 
242 This study is particularly interesting as it explored the contribution of the left and right hemispheres to how 

bilinguals understand idiomatic expressions. It also examined the coupled effects that salience and context 

have on how the two cerebral hemispheres are involved in this task. To tap the relevant cognitive processes, 

the authors made use of the divided visual field and the lexical decision priming paradigms. 
243 Here, the authors used eye tracking to study the impact of salience, context, and language dominance on 

the processing of idioms by Spanish–English bilinguals. As was hypothesised, the effects of salience and 

context on participants’ eye movement patterns were found to be modulated by language dominance. 
244 Here, idiom congruence is meant in the sense of idiom similarity. Thus, congruent idioms are those which 

“have the same form and meaning in both languages” (Carrol et al. 2016: 409). 
245 The goal of this eye tracking study was threefold: to check whether native and nonnative speakers process 

formulaic language “in a fundamentally different way, whether exposure can lead to more nativelike pro-

cessing for nonnatives, and how L1 knowledge is used to aid comprehension” (Carrol et al. 2016: 403). 
246 Language brokering is “a language contact phenomenon in which children or adolescents are enlisted to 

serve as informal translators for their family or community members” (López and Vaid 2018: 340). 
247 The findings of this research indicate that “language brokering experience facilitates idiom meaning com-

prehension even across language boundaries” (López and Vaid 2018: 340). 
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4.2.3. Metaphors 

Another type of figurative language that has been quite extensively explored in the bilin-

gual context is metaphor. A metaphor can be defined as “a figure of speech that establishes 

an analogical relationship between two things or concepts” (Yang et al. 2013: 313). This 

relationship is attained by means of mapping similar features from the source domain onto 

the target domain. For instance, in the sentence Alice is an angel, the quality of being good-

natured, which is associated with angels (source or vehicle), is projected to Alice (target or 

tenor). The intended meaning is not that Alice is literally an angel, but that she has certain 

features which make her somehow similar to one. Indeed, the intended meanings of meta-

phors “do not correspond to their literal interpretation”, a phenomenon “which has raised 

the question of how speakers are able to arrive at nonliteral meanings” (Jankowiak et al. 

2017: 2). Scholars have approached this problem from a number of varying angles – how-

ever, just as was the case with idiom research, early work on metaphor was conducted from 

a solely monolingual perspective. 

Monolingual research into metaphor comprehension and processing has been pro-

ceeding in many directions.248 One of these was focussed on exploring the tenets of meta-

phor processing theories; here, among central problems was the question of whether it is 

figurative or literal meanings that enjoy processing priority (Giora 1997, 1999; Giora and 

Fein 1999b; Giora 2002). Also, researchers have been investigating the different factors 

that shape the processing of metaphoric expressions, such as metaphor familiarity and apt-

ness (Blasko and Connine 1993).249 Here, ample work pointed to the role of metaphor con-

ventionality (e.g. Blasko and Connine 1993250; Gentner and Bowdle 2001251; Giora 2002252; 

 
248 In the following discussion, no attempt will be made to provide a detailed overview of trends in research 

into metaphor processing. Rather than that, the author will briefly signal some of the work which has been 

carried out in this field, and which she considers interesting. 
249 An apt metaphor is, simply speaking, a good metaphor. Numerous factors have been found to affect the 

aptness of a metaphor; typically, a highly apt metaphor is such in which “the domains of the topic and vehicle 

are relatively distant but the within-domain features are relatively close in semantic space” (Blasko and Con-

nine 1993: 296). 
250 To be precise, Blasko and Connine (1993) explored the effects that subjective familiarity – “one aspect of 

conventionality” – has on metaphor processing (Blasko and Connine 1993: 295). 
251 These authors are more precise in how they define conventionality and familiarity: “[c]onventionalization 

involves repeated figurative uses of a given base term”, while “[f]amiliarization (…) involves repeated expo-

sures to specific target-base pairings” (Gentner and Bowdle 2001: 229). 
252 To Giora (1997, 1999, 2002), the conventionality of a meaning – together with its frequency, familiarity, 

and prototypicality – contributes to meaning salience. As can be seen, researchers of metaphor differ in how 

they define and conceptualise critical concepts, including that of conventionality. 



 222 

Glucksberg 2003; Bowdle and Gentner 2005). More recent studies explored the neural cor-

relates of metaphor processing (Rapp et al. 2004); some of these investigations looked into 

factors modulating this process (Schmidt and Seger 2009).253 An important avenue of neu-

rolinguistically-oriented research has been centred around the issue of differential hemi-

spheric involvement in the processing of metaphoric language254 – here, various neuroim-

aging techniques were employed, including ERPs (Coulson and Van Petten 2007) and 

fMRI (Rapp et al. 2007; Yang et al. 2009; Yang 2014).255 

Research into bilingual figurative processing has largely drawn from the methods 

and findings of monolingual studies. However, early explorations of metaphor comprehen-

sion that were conducted in the bilingual context tended to be classroom-oriented. Here, 

one of the pioneering studies is the research by Trosborg (1985), who explored 

“[m]etaphoric productions and preferences in second language learners” (Trosborg 1985: 

525) and reported “a general trend of increasing metaphoric capacity in L2 learners relative 

to increasing proficiency in TL [the target language]” (Trosborg 1985: 548). In a later 

study, Johnson and Rosano (1993) “examined relationships among measures of language 

proficiency, cognitive style, and metaphor comprehension” (Johnson and Rosano 1993: 

159) with native speakers and language learners. Somewhat later, interesting findings were 

obtained by Johnson (1996), who found that “the complexity level of metaphor interpreta-

tion in English is related much more strongly to age and developmental mental capacity 

than it is to proficiency in English” (Johnson 1996: 219). The problem of learners’ meta-

phoric competence has also been taken up by Littlemore and Low (2006b)256, Littlemore 

(2010)257, and MacArthur (2010). However, it is not only from a pedagogical perspective 

 
253 The goal of this study was “to separate the effects of figurativeness, familiarity, and difficulty on the re-

cruitment of neural systems involved in language, in particular right hemisphere mechanisms” (Schmidt and 

Seger 2009: 375). 
254 These experiments have been conducted mostly with a view to verifying the “Right hemisphere metaphor 

theory”, according to which the right cerebral hemisphere plays a special role in the processing of figurative 

language (Coulson and Van Petten 2007). The theory is based on data from several lines of research, includ-

ing, most notably, studies conducted with right-hemisphere damaged (henceforth RHD) patients, who have 

been reported to have difficulty understanding figurative expressions (Brownell et al. 1990). 
255 The work of Yang (2014) is a recent meta-analysis of 17 fMRI studies that have been conducted into the 

role that the right hemisphere plays in metaphor comprehension. 
256 In this theoretical paper, the authors point to the importance of metaphor in second language learning and 

teaching, postulating that “metaphoric competence has (…) an important role to play in all [emphasis in the 

original, DJP] areas of communicative competence” (Littlemore and Low 2006b: 268). 
257 The goal of this study was “to explore metaphor comprehension and production skills in the L1 and the L2 

in order to determine whether there is a relationship between them, and whether participants are generally 

better at dealing with metaphor in their L1 or their L2” (Littlemore 2010: 296). 
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that metaphor has been explored in the bilingual context. Numerous studies have been con-

ducted from a more processing-oriented angle. 

Interesting findings were obtained by Nelson (1992), who looked at memory for 

metaphors in non-fluent Spanish-English and French-English bilinguals. Participants’ task 

was to translate Spanish and French metaphoric and literal expressions into English, as well 

as to perform a cued-recall and – somewhat later – a delayed recall test. The results demon-

strated that participants who translated the figurative meaning of a metaphor into English 

performed better on the memory task than did both those who translated the literal meaning 

of a metaphor, and those who translated a literal sentence. On the other hand, participants 

who were specifically instructed to translate the figurative meaning of a metaphor did not 

demonstrate better recall than did those who received a general instruction to simply trans-

late a metaphoric sentence into English. These results indicate that “when confronted with a 

metaphor, the processing of the figurative meaning is automatic [emphasis in the original, 

DJP]” (Nelson 1992: 119), which means that “[u]nder normal conditions it is not obligatory 

to process the literal meaning first” (Nelson 1992: 119). As observed by Heredia and 

Muñoz (2015: 96), these findings lend support to the Direct Access Model of Bilingual 

Processing.258 Thus, although Nelson (1992) employed offline tasks, she was able to draw 

interesting conclusions concerning the processing of literal and metaphoric meanings by 

bilinguals. More recent explorations of these problems, however, have tended to employ 

online measures. 

Among such studies is the research by Heredia and Muñoz (2015), who investigated 

“the processing of metaphoric reference (…) during the online comprehension of spoken 

sentences” (Heredia and Muñoz 2015: 89). The authors conducted two experiments in 

which they employed the Cross-Modal Naming (henceforth CMN) task, which makes it 

possible to study meaning activation online.259 Participants listened to short passages where 

two individuals discussed a person or thing they both knew. In either the penultimate or the 

final sentence, the critical metaphoric referential description appeared which related to the 

person or thing in question. For instance, in a stimulus where two interactants were talking 

 
258 Direct access models assume that “intended, contextually compatible meanings would be tapped directly” 

(Giora 2002: 489), regardless of whether they are figurative or literal. 
259 The CMN task utilises the priming effect, whereby participants respond faster to a target word (e.g. dog) 

when it follows a related (cat) than an unrelated prime (e.g. cup). This effect is considered to be “a measure-

ment of lexical activation, or the extent to which a particular meaning is activated relative to its unrelated 

control” (Heredia and Muñoz 2015: 95). 
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about a cowardly boxer, the metaphoric reinstatement was “creampuff”. For each such re-

instatement, two related targets were devised: a literal, context-independent one (e.g. “pas-

try”), and a figurative one (e.g. “boxer”). In addition, filler passages were created and 

matched with unrelated targets. The targets were presented visually in two locations: im-

mediately (0 ms), and either 1000 ms (Experiment 1) or 300 ms (Experiment 2) after the 

offset of the metaphoric reference. Participants listened to sentences, and were then sup-

posed to name a string of letters that was presented to them on a computer screen. Results 

from Experiment 1 showed that the figurative interpretation of a metaphoric description 

might be available to bilinguals directly and early on in the course of figurative language 

processing, just as has been found for monolingual speakers.260 However, in contrast to 

what is the case with monolinguals, the literal meaning is still active in bilinguals “even 

1000 ms after they have accurately resolved the linguistic ambiguity” (Heredia and Muñoz 

2015: 103). As these findings were obtained with bilinguals from widely heterogeneous 

backgrounds, who were not only highly fluent in English, but also used it as their main lan-

guage on a daily basis, the authors decided to conduct a second experiment, in which they 

focussed a less heterogenous sample – participants were active bilinguals from a communi-

ty that typically mixed Spanish and English in communication. Here, no response time dif-

ferences were obtained between the literal and figurative interpretations of the metaphoric 

referential expression at either of the two post-offset positions (0 ms and 300 ms), which 

indicates that both meanings were equally accessible.261 On the other hand, participants 

responded faster to both literal and figurative interpretations at 300 ms than at 0 ms after 

the onset of the metaphoric reference, which indicates that processing metaphoric referen-

tial descriptions is cognitively taxing. Taken together, the findings obtained by Heredia and 

Muñoz (2015) demonstrate that for bilingual speakers – especially those with high L2 flu-

ency – the figurative interpretation of metaphoric referential descriptions is directly availa-

ble, just as is the case for monolingual speakers. Further, the results indicate that in the 

course of bilingual figurative language comprehension, both the literal and the figurative 

meanings are available even well after the metaphoric referential description has been un-

derstood. The authors conclude that, “at least in bilingual anaphoric metaphor processing, 

literal meaning activation is not only necessary but also obligatory due to its high saliency” 

(Heredia and Muñoz 2015: 111). 

 
260 Earlier, Stewart and Heredia (2002) obtained similar findings with monolingual participants. 
261 In Experiment 2 the second probe position was 300 ms, and not 1000 ms, after metaphoric reference offset. 
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Somewhat more recently, a related study has been conducted by Heredia and 

Cieślicka (2016), who used eye tracking to examine the processing of metaphoric reference 

in English dominant, Spanish dominant, and balanced bilinguals. The results obtained in 

this study qualify the findings of Heredia and Muñoz (2015), demonstrating “that multiple 

meaning activation occurs, but only for English dominant and balanced bilinguals who are 

active in English, and only during the early stages of lexical processing” (Heredia and 

Cieślicka 2016: 8). In addition to this, the results also demonstrate “that the literal anaphor-

ic reference to the antecedent (i.e., ‘creampuff’ referring to a pastry) is read faster than 

metaphoric anaphoric reference (i.e., ‘creampuff’ referring to a coward boxer), but only at 

late processing stages” (Heredia and Cieślicka 2016: 8). The authors conclude that lan-

guage dominance has a major impact on whether it is the literal or figurative meaning of a 

metaphor that is more salient to a speaker. They also point out that – as has been postulated 

by Cieślicka (2006a, 2015) – “there is a propensity for the literal meaning of metaphoric 

expressions to be more readily accessible and more salient for bilingual speakers” (Heredia 

and Cieślicka 2016: 8). 

Heredia and Cieślicka (2016) have been the first to employ eye tracking in the study 

of how language dominance affects bilinguals’ comprehension of metaphoric referential 

expressions. While further eye tracking research into bilingual metaphor processing is – to 

the best of the current author’s knowledge – still lacking, other interesting studies into this 

problem have been conducted with the use of ERPs (Chen et al. 2013; Park and Chang 

2013; Jankowiak et al. 2017). 

Surprisingly little research has been conducted into bilingual children’s comprehen-

sion and production of metaphoric utterances. It even seems that these problems attracted 

more scholarly attention in the 1980s and 90s than they do nowadays. A lot of early work 

has been conducted by Johnson (1987, 1989, 1996), whose primary focus was metaphor 

interpretation ability, its developmental growth, and relation to cognitive style and cross-

language transfer. An interesting study has also been conducted by Bountrogianni (1988); 

this author, however, looked not only at metaphors, but also at proverbs. Since it is the 

proverb interpretation task that yielded the most interesting results, these will be discussed 

in the next section, whose focus is on proverbs. 
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4.2.4. Proverbs 

If the questions associated with bilingual idiom and metaphor comprehension have recently 

begun to attract the attention of more scholars, bilingual proverb comprehension remains a 

hardly explored research area. One of the first studies that have been conducted into prov-

erb comprehension in the bilingual context is the work of Bountrogianni (1988), whose 

goal was to contribute to “[a] better understanding of the general processes involved in bi-

lingual children’s metaphorical reasoning” (Bountrogianni 1988: 53). The author looked at 

Canadian-Greek bilingual and Canadian monolingual children’s understanding of meta-

phors and proverbs. The results of the study found that bilingual children showed more 

preference for abstract (and, at the same time, more general) correct proverb interpretations, 

while monolingual children “showed more preference for the correct literals as their first 

choice” (Bountrogianni 1988: 58). The author concluded from this that the bilingual “chil-

dren’s control over two language systems enabled them to decipher much more language 

input than the unilingual children” (Bountrogianni 1988: 59). At the same time, she did not 

rule out the possibility that the obtained preference difference was due to cultural differ-

ences. 

Apart from the pioneering work of Bountrogianni (1988), little research has been 

conducted into proverb comprehension by bilinguals, let alone bilingual children.262 One of 

the important studies here is the work of Vaid and Martínez (2001), who explored memory 

for proverbs with Spanish-English bilinguals. Participants were asked to paraphrase or 

translate proverbs that varied in familiarity. Half of the proverbs were in Spanish, and the 

other half – in English. Afterwards, participants were administered a surprise recognition 

test, in which they were supposed to determine whether a given proverb on a proverb list 

was “old” (i.e. it was presented to them before) or “new”. The test contained the originally 

presented proverbs, but half of them were unchanged, while the other half were in the other 

language. Thus, the recognition task made it possible to tap participants’ memory of the 

language in which the proverbs were first presented. The results demonstrated that partici-

pants were better at recognising the language of the proverbs when the proverbs were “old” 

rather than “new”, translated rather than paraphrased, more rather than less familiar, and 

 
262 The current author has found only one study that had proverbs as its sole focus, and that was conducted 

with young bilinguals; it is the exploratory work of de los Santos (2000), who examined proverb comprehen-

sion among bilingual preadolescents and adolescents. 
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when they were presented in participants’ weaker language. The findings obtained by Vaid 

and Martínez (2001) are in line with the notion that proverbs do not always have to be 

stored as unitary wholes. The findings also demonstrate that salience is an important varia-

ble which bears upon whether cross-linguistic activation will take place in the course of 

proverb processing (Vaid and Martínez 2001: 7). 

Proverb comprehension and interpretation has been further explored by Cieślicka 

(2002). The study was a replication of Gibbs Jr et al.’s (1997) monolingual proverb inter-

pretation experiment, and its major goal was to examine bilinguals’ performance on a men-

tal imagery task.263 The author also sought to explore how her findings would relate to the 

model of bilinguals’ metaphorical competence. Compared with the monolingual partici-

pants in the Gibbs Jr et al. (1997) study, the bilinguals in Cieślicka’s (2002) experiment 

were found to have less homogeneous “knowledge about the stopability, intentionality, 

causation and manner” (Cieślicka 2002: 188) of the activities referenced in the proverbs. 

Also, their images for L2 proverbs were found to be less consistent. Concluding her discus-

sion of the obtained results, the author points out that her data need to be interpreted with 

caution and that further research using more sophisticated techniques is needed to clarify 

the role of conceptual metaphors in bilingual proverb comprehension (Cieślicka 2002: 

190). 

The problem of bilingual proverb comprehension has also been explored by Moein 

et al. (2014), who – in addition to proverbs – also looked at idioms. Rather than shedding 

light on the mechanisms underlying the processing of these two types of nonliteral lan-

guage, however, the study was aimed at examining the relationship between cross-linguistic 

experience and idiom and proverb comprehension. The obtained findings indicate “that 

bilinguality may have a positive role if bilinguals’ mother tongue attains a certain level of 

 
263 The task employed by Gibbs Jr et al. (1997) was modelled on the mental imagery technique, originally 

used by Gibbs Jr and O’Brien (1990). The task makes it possible to explore the elements of participants’ men-

tal images for a given type of nonliteral language and – in this way – “discover the knowledge and infor-

mation that potentially motivate figurative meanings” (Cieślicka 2002: 180). In the experiments by Gibbs Jr et 

al. (1997) and Cieślicka (2002), participants were presented with a list of proverbs and asked to “write down 

in detail their mental imagery for each proverb” (Cieślicka 2002: 186), after which they had to answer four 

questions concerning what Gibbs Jr et al. (1997: 90) consider to be “central characteristics of one’s 

knowledge of objects and events in the real world” – that is, causation, intentionality, manner, and stopability 

of the actions depicted in each stimulus. Analysis of participants’ descriptions and answers made it possible to 

check not only whether their mental images were consistent, but also how detailed they were. 
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proficiency” (Moein et al. 2014: 1023), which in turn provides “implications for encourag-

ing bilingual education in schools” (Moein et al. 2014: 1017).264 

4.2.5. Similes 

Another type of figurative language that has, if only scantily, been examined in the bilin-

gual context is similes. Here, the only work that the current author has managed to find is 

the research by Harris et al. (1999), who investigated monolingual and bilingual memory 

for English and Spanish similes and metaphors – two figures of speech which, on the sur-

face level, “differ only in the presence of the word ʻlike’ in the simile” (Harris et al. 1999: 

2) (e.g. My cat is a tornado of destruction and terror vs. My cat is like a tornado of de-

struction and terror). The study consisted of four experiments – an all-English one (Exper-

iment 1), an all-Spanish one (Experiment 2), and two bilingual ones, with mixed-language 

(Spanish and English) stimuli lists (Experiments 3 and 4). In all four experiments, partici-

pants listened to a list of figurative sentences, half of which contained metaphors, and half 

– similes. Also, half of the stimuli were concrete, and the other half were abstract. In the 

bilingual experiments, a language variable was added such that “half of the sentences (…) 

were in Spanish and half were in English” (Harris et al. 1999: 8). The results of the study 

demonstrated that, “[o]verall, concrete metaphors and similes were remembered much bet-

ter than abstract ones” (Harris et al. 1999: 1). Compelling findings were also obtained from 

the first two experiments: while the metaphors and similes in the all-English experiment 

tended to be recalled as metaphors, those in the all-Spanish experiments were typically re-

called as similes (Harris et al. 1999: 1). Interestingly, “the trend of recalling both English 

figurative types as metaphors essentially went away” (Harris et al. 1999: 1) in the bilingual 

experiments; however, some degree of tendency “to recall Spanish metaphors as similes” 

(Harris et al. 1999: 1f.) was still observed. Discussing these results, the authors note that the 

obtained “large memory differences of metaphors and similes in Spanish and English are 

awkward for most models of figurative language because none make language-specific 

predictions” (Harris et al. 1999: 14). They point out that more research is needed that would 

 
264 As pointed out by the authors, this claim is in line with the Threshold Hypothesis, as put forward by 

Cummins (1976). On this account, “there may be a threshold level of bilingual competence which an individ-

ual must attain before his [or her] access to two languages can begin to positively influence his [or her] cogni-

tive functioning” (Cummins 1976: 27). 
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help clarify their findings and emphasise that “figurative language is so prevalent that it 

must be accounted for” (Harris et al. 1999: 15). Finally, they postulate that future studies 

should employ a greater variety of measures, look at more languages, and examine other 

types of figurative utterances (Harris et al. 1999: 14f.) – a conclusion that can hardly be 

argued with. Indeed, although the area of bilingual figurative language processing has be-

gun to attract more scholarly attention, we are only beginning to learn what actually hap-

pens in the bilingual mind and brain as it is faced with a nonliteral utterance. 

4.3. Irony is different 

Previous sections offered a brief overview of the research that has heretofore been conduct-

ed into the processing of different types of figurative language – idioms, metaphors, prov-

erbs, and similes – by bilingual speakers. Irony has been purposely excluded from this re-

view; the relevant empirical work will be discussed in detail in the following sections. 

Before this is done, however, one more issue needs to be addressed – namely, that of how 

unique irony is, and of the consequences that this has for researchers interested in exploring 

irony processing in the bilingual context. 

4.3.1. On forms, functions, and principles 

As has been pointed out earlier, “most of what we know about how bilingual speakers pro-

cess figurative language derives from experiments utilizing idiomatic expressions as exper-

imental stimuli” (García et al. 2015: 151); some studies – including ERP research (Jan-

kowiak et al. 2017) – have also been conducted into bilingual metaphor comprehension. 

While idioms and metaphors are clearly two different phenomena, certain accounts have 

attempted at drawing parallels between the two.265 In a similar vein, correspondences have 

 
265 A good example here is the traditional approach to idioms, which conceives of them as frozen noncompo-

sitional semantic units similar to dead metaphors. The idea has been captured by Searle (1979: 86), who 

writes about “processes whereby an expression becomes a dead metaphor and then finally becomes an idiom 

or acquires a new meaning different from the original meaning.” One of the most ardent critics of the tradi-

tional view has been Gibbs Jr (1993), who postulates that “the dead metaphor view of idiomaticity is dead 

wrong” and contends that “[i]dioms suffer terrible indignities within linguistics” (Gibbs Jr 1993: 57). 
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been postulated to exist between metaphors and similes266 and – consequently – between 

their processing patterns.267 In contrast, little ink has been spilled on the similarities be-

tween irony and other types of figurative expressions; quite to the contrary, authors discuss-

ing such problems have tended to elaborate on differences rather than similarities. 

Indeed, it seems that even a cursory glance at the characteristics of irony demon-

strates that it differs from other types of figurative language along a number of dimensions. 

One of the fundamental differences has been postulated by Sperber and Wilson (1986), 

who contend that metaphor and irony exemplify distinct kinds of language use: while “for 

example, metaphor falls together with descriptive uses of language, (…) irony, interroga-

tives and exclamatives fall together as varieties of interpretive use” (Sperber and Wilson 

1986: 259). To apprehend the core of the difference between descriptive and interpretive 

uses of language, one first needs to appreciate Sperber and Wilson’s (1986) view of verbal 

communication, which these authors see “as involving a speaker producing an utterance as 

a public interpretation of one of her thoughts, and the hearer constructing a mental interpre-

tation of this utterance, and hence of the original thought” (Sperber and Wilson 1986: 230). 

On this account, “every utterance is a more or less faithful interpretation of a thought the 

speaker wants to communicate” (Sperber and Wilson 1986: 259). “[W]hen the thought in-

terpreted is itself entertained as a true description of a state of affairs”, then the utterance is 

employed descriptively; “when the thought interpreted is entertained as an interpretation of 

some further thought” (Sperber and Wilson 1986: 259), however, then the utterance is em-

ployed interpretively. The latter is the case with irony. 

The fact that irony involves a different type of language use than, for instance, met-

aphor has important consequences. As pointed out by Sperber and Wilson (1986: 238), 

whenever “we talk of utterances used to interpret someone else’s thought” – and such in-

variably are ironic utterances – “we are always talking of second-degree interpretations.” 

Understanding second-order interpretations, in turn, is likely to require different processing 

mechanisms than understanding descriptions of facts or states of affairs. This indeed has 

 
266 After all, at least on the surface, these two differ only with regard to the presence or lack of the comparison 

word “like” (Harris et al. 1999: 2). 
267 Here, a good example is the long-standing question of whether metaphors are understood as implicit com-

parisons (Fogelin 1988) or class-inclusion statements (Glucksberg and Keysar 1990). Traditional comparison 

theories of metaphor comprehension have come in for considerable criticism (Glucksberg and Haught 2006), 

and a new approach, known as the Career of Metaphor hypothesis (Gentner et al. 2001; Bowdle and Gentner 

2005), has been proposed which “postulates a shift in mode of mapping from comparison to categorization as 

metaphors are conventionalized” (Bowdle and Gentner 2005: 193). 
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been found to be the case: ample experimental evidence has demonstrated that to compre-

hend an ironic utterance, the hearer needs to have second-order Theory of Mind ability 

(Winner and Leekam 1991; Happé 1993, 1995; Sullivan et al. 1995; Hancock et al. 2000; 

Pexman and Glenwright 2007; Monetta et al. 2009; Nilsen et al. 2011; Caillies et al. 2012; 

Massaro et al. 2013; Caillies et al. 2014). 

Sperber and Wilson (1986) are by no means the only authors who pointed to the dif-

ferences between irony and other types of figurative language. These problems have also 

been taken up by Kotthoff (2009), who has made the pithy observation that “[m]etaphor 

and irony differ in [both] function and structure” (Kotthoff 2009: 55). She further clarifies 

that “[t]he functional difference is that metaphor serves to clarify, illuminate or explain”, 

while “[i]rony is employed to comment and evaluate, usually critically” (Kotthoff 2009: 

55).268 Similar observations have earlier been made by Winner and colleagues (1988: 62), 

who note that “it is the particular genius of metaphor to inform vividly about unexpected 

and unappreciated attributes, and that of irony to inform subtly and memorably about atti-

tudes.”269 

The structural difference between metaphor and irony has been succinctly discussed 

by Winner and colleagues (1988: 53), who point out that distinct principles lie at the heart 

of the two phenomena: “[i]n metaphor, the relation between what is said and what is meant 

is a relation of similarity in dissimilarity”, while “[i]n irony, the relation between what is 

said and meant is a relation of opposition between a positive and a negative tone.” What is 

linked with the above, the very forms of prototypical metaphors and ironies differ. Re-

searchers working in the fields of psychology, linguistics, and philosophy have tended to 

focus on metaphors taking the form of A is B (Gibbs Jr 1999: 31), and on irony in the form 

of assertives (Kumon-Nakamura et al. 2007: 62) – especially counterfactual statements 

conveying criticism.270 This is not to say that the two types of figurative language cannot be 

 
268 This is very much in line with Winner and colleagues (1988), who nevertheless note that it is possible for 

“metaphor and irony (…) [to] fulfill each other’s primary function as a peripheral, nonnecessary function”; to 

illustrate, “along with its descriptive function, a metaphor can (but need not) also comment critically on a 

situation” (Winner 1988: 53). 
269 Discussing these problems, Winner and colleagues (1988) go even further, proposing that “[m]etaphor and 

irony may be manifestations of a more fundamental non-linguistic distinction” (Winner et al. 1988: 62). On 

this account, “[m]etaphor may reflect a focus on the external world, the attributes of things, what they are 

like”, whereas “irony may reflect a focus on the subjective world, one’s attitude toward the attributes of 

things in the world” (Winner et al. 1988: 62). 
270 Providing what he calls classic examples of metaphoric language, Gibbs Jr (1999: 31) also writes about 

sentences which take the form of A is like B statements. This form, as has been discussed in section (4.2.5), is 
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expressed in other ways; both are characterised by great formal heterogeneity. As noted by 

Gibbs Jr (1999: 30), “metaphor is extremely diverse”;271 irony, which has even been lik-

ened to a chameleon272 (Bromberek-Dyzman 2015: 273), is no different in this respect. 

4.3.2. A glimpse at processing differences 

In their discussion of “the two chief forms of nonliteral language” (Winner et al. 1988: 51), 

Winner and colleagues (1988: 62) postulate that although metaphor and irony “are alike in 

being nonliteral, they seem to differ enough in function and in structure that their compre-

hension requires different kinds of abilities.” The authors hypothesise that understanding 

metaphors is “primarily a logical-analytic task in which the hearer must recogni[s]e a match 

between two divergent aspects of experience”, whereas understanding irony is “essentially 

a social-analytic task, in which the hearer must recogni[s]e the speaker’s attitudes” (Winner 

et al. 1988: 54). 

A systematic investigation into the “pragmatic complexities in how listeners under-

stand what speakers implicate with irony and metaphor” (Colston and Gibbs Jr 2002: 74) 

has been conducted by Colston and Gibbs Jr (2002). The authors carried out a series of four 

experiments, in which they explored “the cognitive processing and the resulting meaning 

products associated with understanding statements that conveyed ironic, metaphoric, or 

metaphoric irony in slightly different discourse situations” (Colston and Gibbs Jr 2002: 74). 

The findings most relevant to the present discussion are those of the first two experi-

ments273. In Experiment 1, the authors demonstrated that healthy adult listeners took signif-

 
characteristic of similes. Thus, Gibbs Jr (1999: 30) uses the term “metaphoric” in the broader sense of “fig-

urative” here – a convention that the current author is reluctant to follow. 
271 Discussing these problems, Gibbs Jr (1999: 36) goes so far as to propose that there are so many ways in 

which metaphor exists in language that “no single theory of metaphor presently available will account for all 

of [its] (…) the different kinds (…), nor perhaps will any one theory be able to do so in the future.” 
272 Bromberek-Dyzman (2015: 273) points out that there is a whole “repertoire of irony vehicles”: irony may 

“[blend] with a variety of other language forms to achieve varied communicative ends” (Bromberek-Dyzman 

2015: 273). Sarcasm, overstatement, understatement, satire, and rhetorical questions, emotional reactions to 

which have been empirically explored by Leggitt and Gibbs Jr (2000), are but a few of the possible irony 

vehicles. 
273 In the two final experiments, the authors slightly shifted their focus, comparing simple ironies with meta-

phoric ironies – utterances in which the speaker makes a metaphoric remark with ironic intention. Metaphoric 

irony is a fascinating research topic which has recently been attracting increased scholarly attention. For a 

discussion of the mechanisms involved in the interpretation of such utterances, see, for example, Popa (2010). 

A more recent discussion of this, as well as other “forms of irony which rest on other figures of speech” 

(Dynel 2016: 259), see Dynel (2016). 
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icantly more time to read ironic than metaphoric utterances, which is in line with the idea 

that irony comprehension entails more complex inferencing than does metaphor compre-

hension (Colston and Gibbs Jr 2002: 63). Experiment 2 looked into the types of inferences 

that individuals make as they are faced with metaphoric and ironic utterances. Here, the 

results found that “people are clearly conscious of how irony differs in critical ways from 

metaphors, especially in regard to how irony involves pretense and uses complex metarep-

resentational reasoning to mock individual’s prior beliefs” (Colston and Gibbs Jr 2002: 67). 

Taken together, these findings demonstrate that major differences exist between metaphors 

and irony and that language users are highly aware of them. 

4.3.3. Insights from language acquisition research 

Important insights into the differences in how hearers process metaphoric and sarcastic 

utterances have been gained from language acquisition research. Here, of particular im-

portance are the findings obtained by Happé (1993). While the major aim of her research 

was to test the tenets of Sperber and Wilson’s (1986) Relevance Theory in autistic children, 

one of the series of experiments conducted by Happé (1993) – Experiment 2.2 – investigat-

ed metaphor and irony comprehension in a population of young normally developing chil-

dren with or without second-order ToM.274 The results found that all the children who 

passed the second-order ToM task performed very well on irony, scoring either 4 or 5 out 

of 5, while those who failed the task also performed poorly on irony, scoring 3 out of 5 at 

maximum. Importantly, both participant groups “were at ceiling on metaphor comprehen-

sion”, which indicates that “first-order theory of mind alone is necessary for understanding 

metaphor” (Happé 1993: 113). These findings, supplemented with those of the experiments 

conducted with the autistic children, demonstrate that comprehension of irony poses a dif-

ferent, and greater, kind of challenge than does comprehension of metaphor. 

That “understanding metaphor and irony rests on very different kinds of knowledge 

and skills” has also been recognised by Winner and Gardner (1993: 430). These authors 

note that substantial knowledge as to the “kinds of competencies required for comprehen-

sion” of these two types of figurative language can be gained from analysis of errors made 

 
274 The children’s age ranged between 4.9 and 5.8 years. 
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by children trying to make sense of such utterances (Winner and Gardner 1993: 435). Thus, 

“[w]hen children misinterpret metaphors, they (…) typically derive a nonliteral meaning, 

that is, a meaning different from the sentence meaning” (Winner and Gardner 1993: 435), 

which indicates that they are aware that the speaker wanted to convey something different 

from was actually uttered. However, they have difficulty “locat[ing] the intended similarity 

on which the metaphor is based” (Winner and Gardner 1993: 435). The errors that children 

make when misinterpreting irony seem to operate at a more basic level: children experience 

problems with the very recognition that the speaker meant something different from what 

was said, and may therefore misunderstand the utterance as a lie. These ideas are very 

much in line with those put forward somewhat earlier by Winner and colleagues (1988), 

who point out that “for children, detecting that there is a divergence between what is said 

and what is meant is more difficult for irony than for metaphor” (Winner et al. 1988: 60). 

These authors postulate that when encountering metaphors and irony, children are faced 

with different types of challenge. In the case of metaphor, “the critical problem is to come 

up with a correct interpretation of an utterance recogni[s]ed to be nonliteral” (Winner et al. 

1988: 62), which can only be attained if the hearer “find[s] the right connection” (Winner et 

al. 1988: 62). In the case of irony, in contrast, the key problem is to recognise the nonliteral 

character of the utterance, which, in turn, can only be attained if the hearer “discover[s] the 

speaker’s private attitudes and the intention behind the utterance” (Winner et al. 1988: 62). 

Recognition of other people’s beliefs requires ToM skills, and since children’s domain 

knowledge develops earlier than their mentalising skills do, they also learn to understand 

metaphoric meanings earlier than they do ironic meanings (Winner and Gardner 1993: 427; 

Maki et al. 2013: 72), a claim valid even for unusual metaphors (Kotthoff 2009: 55). 

4.3.4. Insights from neuroimaging research 

That different mechanisms are involved in the processing of metaphors and irony has 

gained ample empirical support from research using neuroimaging technology. Eviatar and 

Just (2006), who conducted an fMRI investigation into irony and conventional metaphor 

comprehension, report that in addition to activation of “the classical perisylvian language 

regions” (Eviatar and Just 2006: 2356) observed for all experimental stimuli, they also ob-

tained “a selective response of the brain to the two types of nonliteral utterances” (Eviatar 
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and Just 2006: 2348). For metaphors, significantly higher activation was registered “in the 

left inferior frontal gyrus and in bilateral inferior temporal cortex” than for literal and ironic 

stimuli, whereas for irony, significantly higher activation was registered “in the right supe-

rior and middle temporal gyri” than for literal stimuli, “with metaphoric statements result-

ing in intermediate levels in these regions” (Eviatar and Just 2006: 2348). 

Findings of distinct activation loci for metaphoric and sarcastic stimuli were ob-

tained by Uchiyama and colleagues (2012). The authors report that they found “[m]etaphor-

specific activation (…) in the head of the caudate”, an area which they consider likely to 

“be involved in associating statements with potential meanings, and restricting sentence 

meanings within a set of possible candidates for what the speaker intended” (Uchiyama et 

al. 2012: 563). In addition to this, Uchiyama et al. (2012: 563) found “[s]arcasm-specific 

activation (…) in the left amygdala”, known to be “an important component of the neural 

substrates of social behavior” (Uchiyama et al. 2012: 563), and implicated in “the represen-

tation of the emotional status of others” (Uchiyama et al. 2012: 574). Finally, the authors 

report an area that was activated by both types of nonliteral stimuli – “the anterior rostral 

medial frontal cortex (arMFC), (…) a key node of mentalizing” (Uchiyama et al. 2012: 

653). The conclusion drawn by Uchiyama et al. (2012: 574) is that “pragmatic comprehen-

sion requires multiple neural substrates outside the classical language areas, particularly 

those that are part of the ʻsocial brain’.” 

In a recent quantitative meta-analysis of neuroimaging studies that have been con-

ducted into metaphor, idiom, and irony processing, Bohrn and colleagues (2012) demon-

strate that “more analytic, semantic processes are involved in metaphor comprehension, 

whereas irony/sarcasm comprehension involves theory of mind processes” (Bohrn et al. 

2012: 2669). The authors enumerate several brain areas that were activated for the pro-

cessing of figurative stimuli across studies: “[t]he left and right IFG [inferior frontal gyrus], 

large parts of the left temporal lobe, the bilateral medial frontal gyri (medFG) and an area 

around the left amygdala” (Bohrn et al. 2012: 2669). To identify selective regions for the 

particular figurative language types, the authors conducted subgroup comparisons between 

experiments conducted with metaphoric, idiomatic, as well as ironic or sarcastic stimuli. 

These analyses yielded “shared activations in left frontotemporal regions for idiom and 

metaphor processing” (Bohrn et al. 2012: 2669), and selective “activations in midline struc-

tures such as the medFG, ACC [anterior cingulate cortex] and cuneus/precuneus” (Bohrn et 

al. 2012: 2669) for irony processing. Further, yet more subtle, differences have been found 
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in the activity of the left IFG – a region “reported in nearly all papers on figurative lan-

guage processing” and found to be “the structure with the largest effect distinguishing be-

tween figurative and literal language processing” (Bohrn et al. 2012: 2681): the authors 

report that “its contribution was significantly larger on metaphor and idiom processing than 

on irony/sarcasm processing” (Bohrn et al. 2012: 2681). Discussing the obtained findings, 

Bohrn and colleagues (2012: 2681) make the observation that figurative language – being 

“more distinct, complex and unpredictable than literal language” – calls for specific cogni-

tive processes, including “focused attention, semantic integration and semantic selection”; 

this is mirrored in activation, which switches towards the left hemisphere (Bohrn et al. 

2012: 2681). One notable exception is irony and sarcasm, the comprehension of which in-

volves making inferences as to other individuals’ attitudes and intentions, thus activating 

the mentalising neural circuitry (Bohrn et al. 2012: 2681). 

4.3.5. Insights from research conducted with clinical populations 

Our knowledge of the differences in the processing of metaphor and irony has been further 

expanded by insights gleaned from studies conducted with clinical populations. Here, of 

great importance are the findings obtained by Giora and colleagues (2000), who investigat-

ed the differential effects of left- and right-hemisphere damage on metaphor and sarcasm 

comprehension. To explore these problems, the authors administered Hebrew versions of 

two sub-tasks of Gardner and Brownell’s (1986) Right Hemisphere Communication Bat-

tery – Metaphor Comprehension and Sarcasm Comprehension – to three groups of partici-

pants: left-brain-damaged (LBD) patients, right-brain-damaged (RBD) patients, and age-

matched healthy controls. Giora et al. (2000: 63f.) report that “RBD patients tended to 

score somewhat lower than LBD patients on Sarcasm Comprehension and higher than LBD 

patients on Metaphor Comprehension.” Also, both patient groups were found to perform 

significantly worse on Sarcasm Comprehension than the controls did. The authors discuss 

the obtained results in terms of Giora’s (1997, 1999) Graded Salience Hypothesis (GSH), 

according to which “it is the degree of meaning salience rather than either context or literal-

ity (or nonliterality) that affects processing primarily” (Giora et al. 2000: 64). The neuro-

logical realisation of the GSH predicts involvement of “primarily the left hemisphere (LH)” 
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(Giora et al. 2000: 65) in understanding of conventional figurative language275, and “a se-

lective RH involvement in comprehension of nonsalient sarcasm276” (Giora et al. 2000: 65). 

The findings of Giora et al.’s (2000) research are very much in line with these assumptions: 

“the processing of (nonsalient) sarcasm (or irony) [wa]s speciali[s]ed in the RH [right hem-

isphere]”, while “the processing of (salient) metaphors [wa]s speciali[s]ed in the LH [left 

hemisphere]” (Giora et al. 2000: 78). Importantly, the differential hemispheric involvement 

in the processing of metaphors and sarcasm as obtained by Giora and colleagues (2000) is 

attributable to differences in stimuli salience rather than their belonging to distinct types of 

figurative language. 

Metaphor and sarcasm comprehension have also been explored in young children 

with high functioning pervasive developmental disorders (HFPDD) and attention defi-

cit/hyperactivity disorders (AD/HD).277 While the goal of Adachi and colleagues (2004), 

who conducted the study, was to develop and test a new diagnostic tool – the Metaphor and 

Sarcasm Scenario Test (MSST)278 – for discriminating between the two conditions279, the 

findings nevertheless add to our knowledge of metaphor and sarcasm processing. The re-

sults demonstrated that while “the inability to understand a sarcastic situation was specific 

to children with HFPDD, both children with AD/HD and HFPDD could not equally under-

stand metaphor” (Adachi et al. 2004: 301).280 In addition to this, the study found that 

“while the comprehension of metaphoric scenarios was dependent on IQ and age in both 

patient groups and the control group, the comprehension of sarcastic scenarios in the pa-

tient groups was independent of IQ and age” (Adachi et al. 2004: 304). What has been 

found to be linked to patients’ understanding of sarcastic stimuli is Theory of Mind ability: 

 
275 The rationale behind this is the idea that for conventional figurative utterances, the meaning that is salient, 

or “coded in and directly retrievable from the mental lexicon” (Giora et al. 2000: 65), is the nonliteral mean-

ing. If “the left hemisphere (…) [is] where most of our linguistic knowledge is assumed to be stored” (Giora 

et al. 2000: 65), it is this hemisphere, then, that should be mostly involved in the comprehension of conven-

tional figurative utterances (Giora et al. 2000: 65). 
276 This is founded on the assumption that the RH is specialised in linguistic reinterpretation (Giora et al. 

2000: 65). For a detailed overview of the right hemisphere’s contributions to language processing, see Lindell 

(2006). 
277 These include Asperger’s Syndrome and high functioning autism (Adachi et al. 2004: 301). 
278 The MSST is comprised of 10 scenarios, in each of which one character comments on a given situation. 

Five scenarios are metaphoric, and the other five – ironic. Participants are presented with five possible inter-

pretations of each target utterance, and are supposed to select the most appropriate answer. Among the four 

incorrect answers, there is always one literal interpretation, and a ʻdon’t know’ option. 
279 The two groups of conditions – in spite of having “a completely different diagnostic axis” (Adachi et al. 

2004: 301) – may be difficult to discriminate as patients frequently exhibit similar behaviours, such as “hy-

peractivity, impulsive behavior and single focused attention” (Adachi et al. 2004: 301). 
280 The authors note that the obtained “distinction could well prove crucial to correct diagnosis” (Adachi et al. 

2004: 304) of the two disorders. 
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the authors report a high correlation between sarcasm comprehension and performance on a 

Theory of Mind task. Thus, it seems that the two “might be similar in that they both require 

empathic ability” (Adachi et al. 2004: 304). The authors conclude their discussion by em-

phasising that “it is the misunderstanding of sarcasm, not metaphor, that relates to the lack 

of empathic ability, which is a fundamental deficit of autism” (Adachi et al. 2004: 305). 

More recently, the comprehension of different types of figurative language has also 

been explored in participants with Williams syndrome (WS) (Godbee and Porter 2013), a 

“rare neurodevelopmental disorder” caused by a “deletion of approximately 26 genes on 

the long arm of chromosome 7” (Martens et al. 2008: 576). The syndrome has been “asso-

ciated with medical complications, a specific set of facial features, a mild to moderate intel-

lectual impairment, and outgoing social behaviour” (Godbee and Porter 2013: 652). The 

linguistic skills of individuals with WS have been the subject of much academic dispute, 

with early studies pointing to language as “an area of remarkably preserved ability” (Mar-

tens et al. 2008: 580), and more recent explorations contesting this belief (Paterson et al. 

1999; Laing et al. 2002; Nazzi et al. 2003, 2005).281 Currently, the prevailing view is that 

linguistic abilities which have previously been believed to be intact in WS “follow a de-

layed and even atypical course of development” (Martens et al. 2008: 580). Aiming to shed 

light on pragmatic abilities of people with WS, Godbee and Porter (2013) explored whether 

such individuals experience difficulty understanding selected types of figurative language: 

similes, metaphors, and sarcasm. Participants – a WS group as well as two control groups: 

typically developing chronological age-matched controls (TDCA) and typically developing 

mental age-matched controls (TDMA) – listened to scenarios in which characters made 

non-literal utterances. The task was to say “what each character meant by their comment” 

(Godbee and Porter 2013: 651). In addition to the figurative language comprehension task, 

participants were tested on a range of tasks measuring various aspects of their cognitive 

functioning. The results demonstrated that individuals with WS understand similes “below 

the levels expected for their chronological age, but (…) on par with their mental age level” 

 
281 One reason for the popularity of this research problem is the potential significance of Williams syndrome 

for our understanding of the mechanisms that guide cognition and language, an idea which has been put for-

ward by Bellugi and collaborators (1988). In their seminal work, the authors reported “selectively preserved 

[linguistic function] in the face of severe cognitive deficits” (Bellugi et al. 1988: 177) in individuals with WS 

– a finding that challenges the traditional Piagetan view that “language develops at the end of the sensorimo-

tor period and directly reflects emerging symbolic activities” (Bellugi et al. 1988: 177). Since then, numerous 

authors have referred to WS “as evidence that language is independent of cognition or ʻmodular’” (Brock 

2007: 99). For a more detailed discussion of these problems, including the role of WS in the modularity de-

bate, see Brock (2007). 



 239 

(Godbee and Porter 2013: 651). Comprehension of sarcasm and metaphors, in contrast, 

seemed to be “above the cognitive capabilities and mental age level of most individuals 

with WS” (Godbee and Porter 2013: 651). Interesting insights have been gained from God-

bee and Porter’s (2013) analyses comparing participants’ figurative language comprehen-

sion and their general cognitive abilities: while “each of the cognitive measures assessed 

(…) (including expressive vocabulary, verbal working memory, perceptual integration, 

inferential reasoning and overall cognitive ability) was significantly and positively correlat-

ed with each of the measures of non-literal language comprehension” (Godbee and Porter 

2013: 657) in the control groups, this was not always the case with WS participants. Thus, 

in the WS group, “[s]imile comprehension was significantly correlated with verbal working 

memory (…) and inferential reasoning ability” (Godbee and Porter 2013: 658), “[m]etaphor 

comprehension (…) was significantly correlated with verbal working memory (…), percep-

tual integration (…), inferential reasoning ability (…), and overall cognitive ability” (God-

bee and Porter 2013: 657), while “sarcasm comprehension was not significantly correlated 

with any assessed cognitive ability” (Godbee and Porter 2013: 658f.), which Godbee and 

Porter (2013: 659) consider to be “[p]articularly striking”. Here, one of the explanations 

proposed by the authors is that “sarcasm is more demanding on higher order executive abil-

ities, such as suppression (…), cognitive flexibility and integration of context (…), than 

either metaphor or simile comprehension” (Godbee and Porter 2013: 659). Taken together, 

the findings of Godbee and Porter’s (2013) research – apart from shedding light on the lan-

guage problems of individuals with WS – indicate that similes, metaphors and irony differ 

considerably in terms of the cognitive demands that they pose to listeners. 

Metaphor and sarcasm comprehension have also been explored in the context of 

Alzheimer’s Disease (AD) (Maki et al. 2013). Maki and colleagues (2013) conducted a 

study with four participant groups: patients with mild AD, patients with amnesic mild cog-

nitive impairment (aMCI), young normal controls (YNC), and aged normal controls 

(ANC). All participants were administered Adachi and colleagues’ (2004) Metaphor and 

Sarcasm Scenario Test (MSST).282 The results found that generally, “sarcasm was more 

difficult to comprehend than metaphor” (Maki et al. 2013: 70). Moreover, the comprehen-

sion of sarcastic utterances started to deteriorate already in the ANC group, while the com-

prehension of metaphors started to deteriorate in aMCI; both deteriorated with the progress 

 
282 The MSST, including its composition, has been discussed in more detail earlier in this section, in footnote 

(278). 
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of the disease (Maki et al. 2013: 69). Also, the performances of ANC, aMCI, and mild AD 

patients on the sarcastic stimuli were significantly lower than their performances on the 

metaphoric stimuli. Such a pattern of results is highly in support of the claim that irony is 

more complex and “involves more cognitive processes than metaphor” (Maki et al. 2013: 

69). 

4.3.6. Implications for bilingual research into irony 

Insights from different strains of monolingual research – findings of developmental, neu-

roimaging, and clinical population studies discussed above – have provided ample evidence 

in support of the claim that irony constitutes a particularly complex type of figurative lan-

guage: it takes multiple forms and serves highly varied functions, its acquisition has a long 

developmental trajectory, and its processing is, at least to a certain extent, selectively local-

ised. These findings are of critical importance for any attempt at exploring the problems of 

irony acquisition, comprehension and production in the bilingual context – an enterprise 

even more complex than is the case with monolingual research, as “the existence of a sec-

ond language (L2) in the mental lexicon adds another conundrum to the issue of storage 

and language processing” (García et al. 2015: 118). Thus, while irony – belonging to the 

realm of the nonliteral – needs to be discussed against the broader background of bilingual 

figurative language processing, it also needs to be investigated as its own kind – that is, 

with acknowledgment of all its idiosyncrasy. Here, drawing on insights from monolingual 

research into irony is indispensable. 

4.4. Exploring irony in the bilingual context 

If the question of bilingual figurative processing has recently started to attract more atten-

tion from scholars,283 the problems of irony comprehension and processing by bilinguals 

 
283 It was not until 2015 that the first textbook devoted solely to this topic – the work of Heredia and Cieślicka 

(2015) – was published. Until then, “the complex links between bilingualism and figurative language pro-

cessing were totally ignored by important books and textbooks on figurative language comprehension and 

production, and also by (…) important handbooks on language and cognition in bilinguals” (Cacciari 2015: 

xv). 
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remain a hardly explored research area. The processes underlying the understanding of 

ironic utterances have “typically [been] studied in monolingual populations and with very 

little reference to the mentalizing/mind-reading underlying the inferential processes con-

nected with attitude attribution in communicative interactions” (Bromberek-Dyzman et al. 

2010: 202f.). Thus, only a few studies of irony have so far been conducted in the bilingual 

context. As will be demonstrated in section (4.4.2), some of these explorations – especially 

those carried out with young participants – have had a rather exploratory character. The 

following sections will offer a discussion of the relevant empirical work. Studies conducted 

with adult participants will be discussed first; subsequently, the focus will be shifted to re-

search carried out with bilingual children of different ages. 

4.4.1. Irony comprehension in bilingual adults 

Little evidence is available on how bilingual individuals understand irony. The general pic-

ture is that – once the notion of ironicity has been mastered by a bilingual speaker – “irony 

comprehension in the foreign language resembles rather than differs from the irony com-

prehension in the native language” (Bromberek-Dyzman et al. 2022). The following litera-

ture review is aimed at highlighting the key findings and pointing to their relevance for the 

study described in the current work. 

To the best of the current author’s knowledge, the first study that has been conduct-

ed into irony comprehension in second language users is the work of Bromberek-Dyzman 

and colleagues (2010). The authors themselves note that they find it “somewhat surprising 

that no research has been carried out to test empirically the ease or difficulty of irony com-

prehension and processing in other than unilingual communicative setting” (Bromberek-

Dyzman et al. 2010: 203). They postulate that such research could shed light on four im-

portant areas, such as the “nature of cognitive processes involved in irony processing”, the 

similarities and differences between irony processing and the processing of other types of 

figurative language, the relative importance of lexical and mind-reading competence for 

irony comprehension, as well as the potential differences and similarities in how irony is 

understood in the first and second language (Bromberek-Dyzman et al. 2010: 203). The 

main goal of the study by Bromberek-Dyzman et al. (2010) was twofold: to experimentally 

explore the link between ToM ability and irony comprehension, and to check for potential 
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language-specific effects in an online self-paced irony processing task (Bromberek-

Dyzman et al. 2010: 203). Participants were 30 adult native speakers of Polish who were 

proficient users of English. The experimental task comprised 30 ironic, 30 literal, and 60 

filler trials. In each of these, participants were presented with a 2-3 sentence scenario which 

“featured social situation contexts calling for either criticism or praise” (Bromberek-

Dyzman et al. 2010: 204) – i.e., the contexts were either positive or negative. What fol-

lowed was a target sentence that expressed either a positive or a negative opinion. Im-

portantly, this sentence was always positive on the surface. Thus, there were two experi-

mental conditions: the congruent condition, in which the target sentence was preceded by a 

positive context and the utterance was meant as a literal compliment, and the incongruent 

condition, where the target sentence was preceded by a negative context and the utterance 

was meant as an ironic criticism. The experiment had two parts – one with Polish and the 

other with English trials. Participants were presented with the scenarios on a computer 

screen, and their task was to decide whether the target sentence “expressed a favo[u]rable 

or unfavo[u]rable comment” (Bromberek-Dyzman et al. 2010: 206). The decision had to be 

quick and accurate, and participants made it using “one of two labelled keys” (Bromberek-

Dyzman et al. 2010: 206). The results demonstrated that, overall, participants made “signif-

icantly more errors in response to ironic (…) than literal (…) sentences” (Bromberek-

Dyzman et al. 2010: 207). Also – in line with what was predicted – “literal trials (valence-

consistent) produced significantly shorter response latencies as compared to ironic (va-

lence-inconsistent) trials in both languages” (Bromberek-Dyzman et al. 2010: 209). Above 

all, however, the study found that participants “did not require more time and did not make 

more errors when processing ironic sentences in L2 than in L1” (Bromberek-Dyzman et al. 

2010: 208), which indicates that the irony processing patterns in participants’ first and sec-

ond language were convergent. These results are consistent with ToM suppositions and, 

according to the authors, demonstrate that “having mastered ironicalness, one is able to 

communicate and interpret irony in other languages one has mastered” (Bromberek-

Dyzman et al. 2010: 210). 

More recently, Bromberek-Dyzman and Rataj (2016) conducted an interesting study 

which builds on and complements the results obtained by Bromberek-Dyzman and col-

leagues (2010). Discussing these findings – especially the lack of between-language differ-

ences in participants’ accuracy and response latency on the irony comprehension task – 

Bromberek-Dyzman and Rataj (2016: 341) point out that one reason for this “might be the 
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type of task used, that is, a self-paced reading procedure”, which may not have been sensi-

tive enough to yield differences. Therefore, in their new study, the authors sought to “ex-

plore the efficiency of irony online processing in a limited response-time paradigm” 

(Bromberek-Dyzman and Rataj 2016: 336). The goal of this research was to find out 

whether participants would process literal and ironic meanings “as accurately, and as fast in 

the nonnative as in the native language” (Bromberek-Dyzman and Rataj 2016: 341). Partic-

ipants were 56 native speakers of Polish, who were proficient users of English. As was the 

case with the previous study, experimental stimuli were short scenarios depicting interac-

tions between two acquaintances. Each story finished with one character uttering a com-

ment on the story topic. The comment “always expressed literal praise”; however, “depend-

ing on the preceding context it either conveyed a literal praise (congruity condition) or an 

ironic criticism (incongruity condition)” (Bromberek-Dyzman and Rataj 2016: 343). The 

Polish and English stimuli were presented in two separate blocks. Participants’ task was to 

read the scenarios and decide whether the target comment expressed praise or criticism. 

The authors report that while no statistically significant difference was found between ac-

curacy rates for literal stimuli in Polish and English, a “significantly lower accuracy was 

observed in responses to ironic utterances in English” (Bromberek-Dyzman and Rataj 

2016: 346). In addition to this, Bromberek-Dyzman and Rataj (2016: 346) also observed “a 

significant accuracy rate difference (…) for ironic (…) and literal trials (…) in English.” A 

similar finding was obtained for Polish; however, “the number of errors increased for Eng-

lish” (Bromberek-Dyzman and Rataj 2016: 348). The authors conclude that participants – 

despite their high proficiency in English – had difficulty assessing the ironic comments in 

that language. This “demonstrate[s] that in limited response time, on-line irony computa-

tion in participants’ nonnative language poses more processing demands than literal lan-

guage interpretation” (Bromberek-Dyzman and Rataj 2016: 346). Another interesting find-

ing emerged from response latency data: the authors report that they registered “longer 

response latency patterns (…) for irony computation” for both languages (Bromberek-

Dyzman and Rataj 2016: 348). Here, in spite of a tendency to respond to stimuli in the na-

tive language faster than to those in the non-native language, the response latency data did 

not yield a language effect. According to the authors, this finding may be indicative “of an 

increased processing demand for irony, irrespective of the language at hand” (Bromberek-

Dyzman and Rataj 2016: 348). On the other hand, this could also mean that one may pro-

cess irony in the non-native language just as quickly as in the mother tongue – as long as 
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one’s command of the second language is sufficiently high. Taken together, the findings of 

the research by Bromberek-Dyzman and Rataj (2016: 349) demonstrate that individuals 

“who have mastered ironic mode of thinking, are successful in detecting irony in their re-

spective languages, albeit at higher cognitive cost/effort in the nonnative, or nondominant 

language.” 

Interesting research into irony processing in the second language has been conduct-

ed by Spyra (2011). The author looked at the rather unexplored issue of gender differences 

in irony on-line comprehension. The goal of the experiment was twofold: to see “how men 

and women differ in their responses to ironic utterances as well as literal positive and nega-

tive utterances” and to check “how their behavioural indexes relate to the research on gen-

der differences in the processing of emotional stimuli” (Spyra 2011: 48). 42 native speakers 

of Polish, highly proficient in English, their second language, participated in the study. 

Stimuli were 64 short stories comprising a 3-sentence context scenario with one or two 

characters, and a comment uttered by one of the protagonists. The last word of this com-

ment was the target word: “an adjective with a pre-experimentally tested valence level” 

(Spyra 2011: 56). Importantly, both the contexts and the target words varied with regard to 

valence: they were positive, negative, or neutral. Depending on the relation between the 

context and the target word, each stimulus belonged to one of four different types. There 

were three congruent conditions, where the meaning was literal and the valence of both the 

context and the target word was positive, negative, or neutral, and one incongruent condi-

tion, where the meaning was ironic, the context was negative, and the target word – posi-

tive. Participants’ task was to read the scenarios on a computer screen and – after the 

presentation of the target word – “to decide whether a person in a story expressed a nega-

tive opinion” (Spyra 2011: 57). The response was to be made as quickly as the participants 

could, by pressing an appropriate key on the keyboard. Once the task was over, participants 

filled out a short recognition test. The results demonstrated that – in line with what the au-

thor hypothesised – “[w]omen achieved better response time (…) in comparison to men 

(…) and had better accuracy rating (…) than men” (Spyra 2011: 60). Interestingly, howev-

er, ironic stimuli turned out to be “the only kind of stimuli that female participants were 

superior to in terms of speed and accuracy of comprehension in comparison to male partic-

ipants” (Spyra 2011: 61). Also, it was found in the study that “women obtained better re-

sults in irony comprehension than in comprehension of literal positively and negatively 

valenced stories” – a finding which indicates that women may actually “perform better at 
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comprehending indirect emotional stimuli than literal ones” (Spyra 2011: 62). While Spyra 

(2011) discusses the obtained findings against the background of research into gender dif-

ferences in the processing of emotional stimuli – a topic which is the major focus of her 

work – her results offer interesting insights into the more general problem of irony pro-

cessing in L2. Of special interest here are response accuracy and latency data which enable 

comparison between the processing of irony and that of other types of stimuli. To illustrate, 

the finding that women were faster at responding to irony than to literal stimuli, discussed 

above, may have important implications for our understanding of how this type of figura-

tive language is processed, informing both empirical and theoretical approaches to irony. 

Irony processing in the native and non-native language has also recently been inves-

tigated by Peters and colleagues (2016). The authors were interested in finding out to what 

extent “native-English speakers and Arabic-speaking English learners rel[ied] on contextual 

and prosodic cues to identify sarcasm in spoken English” (Peters et al. 2016: 1). Two 

groups of participants took part in the study: 25 native English speakers, and 27 native Ar-

abic and non-native English speakers: learners whose proficiency level ranged from high 

beginner to low advanced” (Peters et al. 2016: 8).284 The two participant groups were ad-

ministered an irony comprehension task. Each test item was a three-sentence scenario. The 

first sentence presented two characters and an action. The second sentence presented either 

a positive context, in which the action led to a desirable effect, or a negative context, in 

which the action led to an undesirable effect. Finally, the third sentence featured an assess-

ment of the character’s action which was uttered with either a sincere or sarcastic tone of 

voice (Peters et al. 2016: 5). Participants were to assess how sincere the sentences sounded; 

the ratings were performed on a 5-point scale ranging from 1 (“very sincere”) to 5 (“very 

insincere”). In addition to this, participants answered a comprehension question that fol-

lowed each of the experimental stimuli, such that “the answer to these questions revealed 

whether the participant interpreted the discourse as sarcastic or as sincere” (Peters et al. 

2016: 8). The results demonstrated that – in cases where prosody matched context – native 

English speakers performed much better in decoding sarcastic irony and speech sincerity 

than did the Arabic learners of English. The native speakers “relied on both context and 

prosody to interpret sarcasm but paid more attention to context than prosody when the two 

 
284 Importantly, the authors did not refer to these learners as bilingual, and little information is given as to 

their actual proficiency in the English language. The description of this group’s proficiency is based on the 

level of the English course that they attended as part of the English Programs for Internationals of the Univer-

sity of South Carolina (Peters et al. 2016: 8). 
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cues conflicted” (Peters et al. 2016: 12f.). This was not the case with the non-native speak-

ers, who “appeared to have relied exclusively on context in all cases” (Peters et al. 2016: 

13). Discussing these results, the authors make the interesting observation that their finding 

of native speakers’ tendency to employ contextual rather than prosodic cues “appears to be 

a reversal of how English speakers have been reported to initially acquire the ability to 

identify sarcasm” (Peters et al. 2016: 13).285 Unfortunately, the authors do not elaborate on 

the possible implications of this finding. Rather than that, they discuss the obtained results 

against the background of the literature on cross-linguistic influence, resource availability, 

and language proficiency. Peters and colleagues (2016: 1) postulate that overall, their find-

ings “support theories that suggest that prosody and emotion could transfer separately in 

second language learning such that one could transfer while the other does not.” The find-

ing that seems to be of greatest relevance for the current discussion, however, is that these 

authors report a native advantage for the processing of sarcasm. On the other hand, it needs 

to be remembered that this advantage has been obtained over learners performing the task 

in their second, and much weaker, language. 

More recently, Bromberek-Dyzman et al. (2021) looked at an altogether different 

problem, namely that of modality effects in adult bilingual irony comprehension. The au-

thors were interested in testing participants’ understanding of irony in their L1 (Polish) and 

L2 (English) in three modalities: the auditory, the textual, and the audio-visual one. The 

results demonstrated that, regardless of the language of the task, it was irony rather than 

non-irony that was processed with a greater speed and ease. Also, participants’ perfor-

mance on the irony comprehension task was more accurate (albeit slower) when multiple – 

auditory and audio-visual – cues signalled irony compared with the textual modality alone. 

The textual modality also turned out to be the one in which participants were slowest to 

recognise irony. These findings have significant implications for empirical designs of stud-

ies conducted into irony comprehension – including those with young participants. Re-

searchers should be aware of the effects that stimuli presentation modality has on compre-

hension measures. 

Similarly to Bromberek-Dyzman et al. (2021), Antoniou and Milaki (2021) also 

looked at irony as presented via different modalities: the auditory, and the visual one. Their 

participants, however, were “a specific type of multilinguals, that is, bidialectal speakers of 

 
285 Here, the authors refer to the work of Capelli et al. (1990), Bryant and Fox Tree (2002), as well as Nak-

assis and Snedeker (2002). 
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two dialects of the same language (Cypriot Greek and Standard Modern Greek)” (Antoniou 

and Milaki 2021: 697). While their manner of acquisition of Cypriot Greek was similar to 

that of a first language – via social interactions, these participants’ acquisition of Standard 

Modern Greek was similar to that of a foreign language – via school education. The partic-

ipants’ task was to rate how sincere or ironic a speaker’s intonation was (for auditory-only 

stimuli), or how sincere or ironic their facial expression was (for video-only stimuli), on a 

seven-point scale were 1 stood for very sincere, and 7 stood for very ironic. The authors 

report that those individuals who employed the dialect acquired via formal schooling more 

often turned out to process irony faster. Thus, the obtained findings indicate that “increased 

bidialectalism has a positive effect on the speed of processing irony” (Antoniou and Milaki 

2021: 713). The authors note that “the crucial factor responsible for this effect is the overall 

use of an L2” (Antoniou and Milaki 2021: 713). Another interesting finding of the study is 

that, for some experimental conditions, ironic meanings were processed as fast as literal 

ones. 

One of the most recent explorations into bilingual adult comprehension has been 

conducted by Bromberek-Dyzman and colleagues (2022). The goal of the study was to 

check whether task type modulates participants’ comprehension of ironic utterances. The 

authors employed two task types: a true/false task, where participants were supposed to 

determine whether a statement about a speaker was true or false, and an emotive decision 

task, where they were supposed to determine whether the speaker’s comment was praising 

or critical. Importantly, both ironic criticism and ironic praise were used as experimental 

stimuli. The major finding of the study was that the strategy adopted by participants in or-

der to complete a given task did indeed modulate comprehension. It took participants long-

er to process ironic than non-ironic comments in the true/false task. Also, participants were 

less accurate here on the ironic items than they were on the non-ionic ones, a finding that 

was true for both types of irony. Different results were obtained in the emotive decision 

task, however, where “critical irony was processed faster and more accurately than praising 

irony, indicating that ironic praise was more effortful” (Bromberek-Dyzman et al. 2022: 

14). Drawing on the obtained findings, the authors postulate that “the efficiency (i.e., speed 

and accuracy) of irony computation is not entirely irony per se specific, and as such inher-

ent in the concept of ironicity, but also depends on the comprehension strategy a compre-

hender adopts” (Bromberek-Dyzman et al. 2022: 16). 
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4.4.2. Irony comprehension in bilingual children 

While bi- and multilingualism “have been prevalent across the world communities” 

(Tomczak and Jaworska-Pasterska 2017: 6), it seems that their recognition and acknowl-

edgment in public discourse is a latter-day phenomenon. Alongside this process, the scien-

tific community has been showing increased interest in the intricacies of bilingual language 

processing. While the questions centred around bilingual figurative language processing 

have recently received due consideration and attention (Heredia and Cieślicka 2015), the 

problem of irony comprehension in bilingual children remains a vastly underexplored area 

in psycholinguistics. 

Grosjean (2008: 10), in his seminal work on bilingualism, points out that “language 

sciences have developed primarily through the study of monolinguals who have been the 

models of the ʻnormal’ speaker-hearer.” The same has been true for language acquisition 

research, where the norm has long been – and, as it seems, still remains – “[m]onolingual, 

typically developing” (Banasik and Podsiadło 2016: 316).286 Thus, little work has so far 

been conducted into how bilingual children acquire the ability to understand and use figura-

tive language, and irony in particular.287 This research topic has only recently begun to at-

tract the attention of empiricists. 

To the best of the current author’s knowledge, the first empirical exploration of iro-

ny comprehension in bilingual children has been conducted by Yepez (2013). The study 

was a small-scale exploratory project with 21 typically developing English monolingual 

and Spanish-English bilingual participants aged between 4 and 9. The author reports that 

participants were divided into two age groups: younger children, aged between 4 and 6, and 

older children, aged between 7 and 9. In the case of the bilinguals, Spanish was “the only or 

predominant language spoken in the home”, and they were first exposed to English by one 

or both parents, or at kindergarten, when they were 3 or 4 years of age. The stimuli were 8 

video clips in which one character expressed criticism or praise of another character’s ac-

complishment or failure. The author tested children’s comprehension of both literal and 

 
286 This is somewhat surprising – especially given the fact that over half of the world’s population is bilingual 

(Grosjean 2010), which means that it is bilinguals that constitute the majority. This number is constantly in-

creasing, and indeed, “bilingualism is much more commonplace now than ever before” (Altarriba and Heredia 

2008: 6). 
287 As noted by Banasik and Podsiadło (2016: 317), there is “a gap in [our] knowledge about [bilingual chil-

dren’s] acquisition of figurative language.” 
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ironic criticism and praise. To assess participants’ perception of the attitude of the character 

who uttered the target comment, Yepez (2013) used the five-point Likert-type Mean/Nice 

scale as developed by Harris and Pexman (2003).288 The scale employs five images of faces 

which have different facial expressions and range from nice to mean. In the study by Yepez 

(2013), the faces were labelled as “very nice”, “nice”, “not nice but not mean”, “mean”, 

and “very mean”. The author assumed that participants correctly understood ironic criti-

cism if they described the speaker as “mean” and “very mean”, and ironic compliment if 

they described the speaker as “nice” and “very nice”. The results demonstrated that “all 

children correctly identified irony”, and – as the author put it – “revealed no significant 

difference between the children’s language and age in identifying verbal irony” (Yepez 

2013: iii). Thus, no difference was found between the mono- and bilingual children belong-

ing to either of the two age groups in their ability to identify irony in the video clips. One 

interesting finding emerges, however, which concerns children’s recognition of the differ-

ent irony types: although participants’ mean irony ratings “were all within the desired re-

sponse for (…) [a given] category” (Yepez 2013: 14), the mean rating for ironic compli-

ments was close to the “not nice but not mean” response. Yepez (2013: 14) considers this to 

be indicative of “some level of [the children’s] uncertainty when identifying irony in those 

clips”; such an interpretation, however, does not have to be the only possibility. It might as 

well be the case that the attitude conveyed by ironic praise is more complex than that con-

veyed by ironic criticism, and hence the participants’ choice of a response which involves 

some degree of ambiguity.289 On top of that, children may be less familiar with the com-

plimentary form of irony given the fact that it is the less common type of irony (Dews et al. 

1995b; Gibbs Jr 2000) and that it can be employed “[o]nly in special circumstances” (Wil-

son 2017: 209).290 Yepez (2013) does not point to these possibilities in her discussion of 

 
288 To be precise, Harris and Pexman’s (2003) Mean/Nice scale is a modified version of one of the scales 

proposed by Dews and colleagues (1996). The difference is that Harris and Pexman’s (2003: 152) scale “in-

clude[s] extended ranges.” 
289 Significant insight into the potential differences between recognising ironic praise and criticism has recent-

ly been gained from the research of Bruntsch and Ruch (2017), who developed and validated a tool for the 

measurement of irony detection aptitude (Test of Verbal Irony Detection Aptitude; henceforth TOVIDA). 

These authors have obtained results which indicate that “the detection of ironic criticism and the detection of 

ironic praise can be found as two intercorrelated but still discriminant facets of irony detection aptitude” 

(Bruntsch and Ruch 2017: 12). This means that the ability to recognise ironic compliments can be viewed as 

distinct from the ability to recognise ironic criticism (Bruntsch and Ruch 2017: 1). Moreover, the authors 

found that the detection of ironic praise “showed unique associations with intelligence and certain traits” such 

as bad mood, cheerfulness, and corrective humour (Bruntsch and Ruch 2017: 13). 
290 Wilson (2017: 209) discusses this issue with reference to “the normative bias” whereby “the most common 

use of irony is to criticise or complain when a situation, event or performance does not live up to some norm-
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this result, however. Rather than that, she focuses on the unexpected finding of no accuracy 

difference between the younger and the older age group. One reason for this might have 

been the small sample size, which Yepez (2013: 24) herself admits. The author lists several 

other weaknesses of the study, including the potential procedural problems and the small 

number of stimuli. Thus, although pioneering, the research by Yepez (2013) has several 

limitations which undermine the validity of the obtained results and render the conclusions 

questionable. 

Somewhat more recently, the problem of irony comprehension in bilingual children 

has been explored by Banasik and Podsiadło (2016). The authors tested a group of 31 bilin-

gual children “recruited in one of the Polish Saturday schools in the area of Boston” (Bana-

sik and Podsiadło 2016: 321).291 The authors do not provide exact information as to partici-

pants’ language dominance; however, they report that their English and Polish proficiency 

level was described by their parent and teacher as at minimum communicative. The task 

that was used to test participants’ understanding of ironic utterances was the Irony Com-

prehension Task (henceforth ICT), as developed by Banasik and Bokus (2012). The ICT “is 

a story comprehension task consisting of 12 stories” (Banasik and Podsiadło 2016: 322), in 

each of which a character – a child or an adult speaker – utters a comment on the depicted 

situation. In half of these stories, the comment is ironic, and in the other half it is literal. 

The authors employed two types of irony, which they labelled “blame” (sarcastic) and 

“non-blame” (non-sarcastic) irony, which made it possible for them to look for potential 

differences in participants’ ability to understand these two kinds of ironic utterances.292 The 

participants were tested individually, and the stimuli were presented to them audio-visually 

– in the form of “pre-recorded audio material where ironic utterances were read with a 

marked prosody”, supplemented with “pictures (…) presented on a large screen connected 

 
based expectation.” This phenomenon has been discussed in more detail in section (1.5.2), where it is referred 

to as the “the asymmetry issue”. 
291 The authors report that data from 28 participants were included in the final analysis (Banasik and Podsi-

adło 2016: 321). 
292 The author of the current analysis does not subscribe to the “blame/non-blame” distinction proposed by 

Banasik and Podsiadło (2016). The approach taken in the current work follows that of Lee and Katz (1998), 

who define sarcasm as a type of irony that is directed at a particular target: a person or a group of people, etc. 

Thus, the target is the object of whatever attitude or sentiment is intended to be conveyed by the sarcastic 

remark. While blame might well be among such sentiments (see, for instance, Muecke (1970), who repeatedly 

writes about “praising in order to blame” and “blaming in order to praise”), it does not have to. A good illus-

tration here may be the first sarcastic stimulus employed by Banasik and Podsiadło (2016: 330), in which one 

boy – Tom – comments on the other – Steve’s – wet and muddy pants saying “How clean you are.” While 

Steve is indeed the target of his friend’s comment, it seems unlikely that Tom would actually blame Steve for 

getting dirty. 
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to a computer” (Banasik and Podsiadło 2016: 322). After each scenario, the children were 

asked a series of four questions. Let us take Story 1 (Banasik and Podsiadło 2016: 330) as 

an example: 

 

(19) Steve and Tom are playing in the backyard. There are puddles and there is 

mud on the ground. Steve falls down. He stands up and his trousers are wet 

and muddy. “How clean you are!”, says Tom. 

 

The questions that followed the presentation of this stimulus were: 

 

(20)  Question 1. Why do you think Tom said this? 

(21)  Question 2. When Tom said “How clean you are!”, did he mean: 

    – Tom did not get dirty and is clean 

    – Tom got dirty and isn’t clean 

(22)  Question 3.  When Tom said “How clean you are!”, was it: 

    – very funny 

    – kind of funny 

    – not funny at all 

(23)  Question 4.  When Tom said “How clean you are!”, was he being: 

    – very nice 

    – kind of nice 

    – not nice at all 

 

The question that was used as an accuracy measure was (21). The two available responses 

were presented to the children both auditorily and visually – by means of audio recordings 

and pictures shown on the computer screen. The children responded by touching the select-

ed picture on the screen. 

Apart from the ICT, the participants were administered the Reflection on Thinking 

Test (henceforth TRM).293 The TRM is a set of 9 picture stories which depict the adven-

 
293 Describing the TRM, Banasik and Podsiadło (2016) refer to the work of Białecka-Pikul (2012). Looking 

for more information on the particular tasks which make up this test, the present author has found no mention 

of the TRM in the work of Białecka-Pikul (2012). However, the Reflection on Thinking Test by Białecka-

Pikul has been proposed in Haman et al. (2012) as one of the tasks belonging to “[a] new set of tools for as-

sessing language and cognitive development in Polish children”, where its description is in line with that 
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tures of two characters (Haman et al. 2012). The test has been designed to tap children’s 

pragmatics, as well as the different aspects of their ToM (Haman et al. 2012), such as “vis-

ual perspective understanding, emotion and intention understanding, pretense and imagina-

tion, understanding states of knowledge and degrees of knowledge certainty, remembering 

and forgetting, recognition of appearance versus reality, understanding of verbal ambiguity, 

and understanding of deception” (Banasik 2013: 313; Banasik and Podsiadło 2016: 323). 

Another advantage of the TRM is that it enables not only quantitative, but also qualitative 

analysis (Haman et al. 2012; Banasik 2013; Banasik and Podsiadło 2016).294 

In addition to the ICT and TRM, Banasik and Podsiadło (2016) used one more task 

– the Cross-Linguistic Vocabulary Task (Haman et al. 2015) – in order to assess partici-

pants’ knowledge of Polish vocabulary.295 The authors report that while they did not incor-

porate these data into the analysis, they did employ them “to make decisions about exclud-

ing a result from the study due to a low vocabulary score” (Banasik and Podsiadło 2016: 

321). 

The results obtained by Banasik and Podsiadło (2016: 323) demonstrate that the 

children performed well on the ICT: they correctly understood the ironic comment in 73% 

of the ironic stimuli. This seems to be a high score – especially if one takes into account the 

fact that participants’ accuracy on the literal scenarios was not much greater, being 82%. 

The authors do not provide information as to whether this difference is statistically signifi-

cant; they note, however, that these results are “high above chance” (Banasik and Podsiadło 

2016: 323). The finding that six-year-olds can comprehend ironic comments is in line with 

the results of monolingual studies (Sullivan et al. 1995; Dews et al. 1996). Furthermore, 

Banasik (2013: 316) has demonstrated that “children as young as four years old seem to 

comprehend the real meaning in ironic utterances”, while Loukusa and Leinonen (2008: 55) 

 
provided by Banasik and Podsiadło (2016), and by Banasik (2013). Therefore, all three sources will be used 

in the current discussion of the TRM. 
294 This is attained by means of employing open-ended questions, such as “Why will X say that?”, in addition 

to close-ended ones (Haman et al. 2012). 
295 To be precise, Haman and colleagues (2015) use the term “Cross-Linguistic Lexical Tasks” (CLTs) rather 

than “the Cross-Linguistic Vocabulary Task”. The CLTs were developed within Action IS0804 of the Euro-

pean Cooperation in Science and Technology (COST), “Language impairment in a multilingual society: Lin-

guistic patterns and the road to assessment” (Haman et al. 2015), whose aim was to “profile bilingual Specific 

Language Impairment (SLI)” (e-COST 2011). The CLTs constitute a language assessment tool that enables 

identification of Specific Language Impairment (SLI) in bi- and multilingual children by “provid[ing] a fully 

comparable assessment of vocabulary and lexical processing in 34 different languages” (Haman et al. 2015: 

197). In their 2015 work, Haman et al. (2015: 197) “present the innovative method of the CLTs’ construction: 

a multilingual parallel task-construction procedure, which enables an objective test of vocabulary and pro-

cessing skills in any pair of languages.” 
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report that children even younger than that – i.e., some of the three-year-olds that they test-

ed – “showed an emerging ability to comprehend irony.” Given all of the above, it would 

be interesting to find out whether bilingual children are more apt at understanding irony 

than are their monolingual peers. Banasik and Podsiadło (2016: 325) “hypothesized that 

bilingual children should be better in figurative language comprehension due to the fact of 

generally higher ToM scores296 and having to process linguistic ambiguity on everyday 

basis297, as well as because of generally higher metalinguistic abilities”298 – however, the 

study under discussion does not provide an answer to this question, as the authors did not 

include a monolingual sample, and tested only one group. 

An important result of the research by Banasik and Podsiadło (2016) is the finding 

of a “significant correlation (…) between accuracy in the ICT and results in the ToM Task” 

(Banasik and Podsiadło 2016: 323). This was expected by the authors and is in line with the 

conclusions of monolingual research, which has found a link between second-order ToM 

and the ability to understand ironic utterances (Winner and Leekam 1991; Happé 1993, 

1995; Sullivan et al. 1995; Winner et al. 1998). Discussing their finding, Banasik and Pod-

siadło (2016: 325) conclude that “[c]omprehending irony is impossible without being able 

to predict the speaker’s intentions.” 

The final result reported by Banasik and Podsiadło (2016: 325) is that there was no 

accuracy difference in participants’ performances on the sarcastic and non-sarcastic ironic 

stimuli. The authors consider this result surprising: they expected that sarcastic irony would 

pose a greater challenge than non-sarcastic irony. While prior research has not shed much 

light on the potential differences in how children understand the various types and forms of 

irony, an early study by Winner and colleagues (1987) found that sarcasm was actually the 

easiest of the three irony types that were studied.299 The authors postulate that this was so 

because the violation of truth is particularly conspicuous in the case of sarcastic utterances. 

An important point that needs to be made here is that Winner et al. (1987) used a rather 

broad and controversial definition of sarcasm – namely, that “[i]n sarcasm, the speaker-

sentence meaning relationship is one in which the sentence states the opposite of what the 

speaker means” (Winner et al. 1987: 16). This is far more general than both the definition 

 
296 For a more detailed discussion of ToM abilities in bilinguals, see section (3.3.2.4). 
297 For a discussion of the different implications of this, see sections (3.3.2.3) and (3.3.2.5). 
298 The problem of metalinguistic awareness, including its different measures and aspects, was discussed in 

detail in section (3.3.2.1). 
299 The remaining two were hyperbole and understatement. 
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employed by Banasik and Podsiadło (2016) and that proposed by Lee and Katz (1998), 

which is endorsed by the current author. What follows from the above is that stimuli creat-

ed on the basis of such disparate criteria can be considered anything but comparable; the 

same problem emerges if one wants to draw consistent conclusions from these studies.300 

Leaving the definitional issues aside, Banasik and Podsiadło’s (2016) finding of no 

accuracy difference in children’s understanding of “blame” and “non-blame” irony is in-

deed somewhat surprising, especially if one takes into account the results of Hancock and 

colleagues (2000), who report that “children more readily detect ironic criticisms” (Han-

cock et al. 2000: 227); such utterances are, after all, always critical and directed at a specif-

ic target, which makes them highly similar to, if not synonymous with, “blame irony.”301 

Discussing their finding, Banasik and Podsiadło (2016: 325) point out that one important 

factor that might have contributed to the unexpected pattern of results is “the culture ef-

fect”: drawing on Ting-Toomey (1999), they note that “Americans prefer a direct, straight-

forward style of addressing their interlocutors” (Banasik and Podsiadło 2016: 325). Ac-

cording to the authors, this tendency “may be reflected in the way parents use or do not use 

non-literal language (i.e., irony) in their child-directed speech”, which, in turn, may bear 

upon children’s ability to understand such types of language (Banasik and Podsiadło 2016: 

325).302 While it is difficult to disagree with the claim that parental input affects children’s 

linguistic ability, one would expect that children who generally receive limited exposure to 

figurative language would have considerable difficulty understanding all ironic speech – 

and this was not the case with Banasik and Podsiadło’s (2016) participants, who generally 

scored high on the ICT. What could shed more light on the unexpected results of Banasik 

and Podsiadło’s (2016) study is insights from research into how parents use various forms 

of irony in their child-directed speech during daily family conversations. One such explora-

tion has been conducted by Recchia and colleagues (2010), who analysed children’s use 

and comprehension of four types of irony – sarcasm, hyperbole, understatement, and rhe-

 
300 A related, if far more global, definitional problem has recently been extensively reviewed by Wilson 

(2017). The main point of her discussion is that the notion of irony as employed in current experimental re-

search is so broad and generalised that “the operational definitions (…) are too gross to pick up important 

differences in the underlying mechanisms involved” (Wilson 2017: 217). Wilson (2017: 216) postulates that 

including non-prototypical cases of irony as stimuli in developmental research “is more likely to confound 

than enhance the results.” 
301 Hancock and colleagues (2000) looked at children’s understanding of two irony types: ironic criticism and 

ironic praise. 
302 Here, the authors draw on Huttenlocher and colleagues (1991) and Hoff (2003), who explored the relation 

between parent speech and children’s early vocabulary development. 
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torical questions – as recorded during six observations of family interactions, each lasting 

an hour and a half, conducted in 39 families. Here, one of the important findings has been 

that “[f]or all family members, sarcasm was the least-used form of irony, suggesting that it 

may not be a common linguistic tool in family conversations” (Recchia et al. 2010: 271). 

While this is an important finding, it cannot be employed to help explain Banasik and Pod-

siadło’s (2016) findings; the reason for this is, once again, definitional differences. Recchia 

et al. (2010: 256) describe sarcasm as a phenomenon in which “the intended meaning is to 

some degree the opposite of the literal meaning, a difference in valence (e.g. saying 

ʻThanks a lot’ to someone who let a door slam in your face).” This definition resembles the 

one employed by Winner et al. (1987), and – just as the latter – it does not incorporate the 

notion of blame, which is a mandatory element of sarcasm as understood by Banasik and 

Podsiadło (2016). Thus, the finding of Recchia et al. (2010) cannot shed much light on the 

potential differences in children’s understanding of “blame” and “non-blame” irony. 

Discussing Banasik and Podsiadło’s (2016) result of no difference in children’s un-

derstanding of sarcastic and non-sarcastic irony and given the fact that previous research 

does not offer viable explanations for this finding, it is worthwhile to consider two more 

possibilities. First, it could be the case that the presence or lack of an element of criticism 

or blame in an utterance does not contribute to increased processing demands, rendering the 

processing difficulty of the two types of irony similar. On this account, the result obtained 

by Banasik and Podsiadło (2016) – however surprising – would simply reflect the actual 

state of affairs. It is also possible, however, that “blame” and “non-blame” irony differ with 

regard to processing effort, but that this difference is too subtle to surface in an offline task. 

Clearly, more research is needed which would address the problem of children’s compre-

hension of the various forms of irony using different theoretical and methodological 

frameworks. 

4.5. What we do not know, and what the current study aims to shed light on 

Having discussed the findings of developmental research into bilingual irony compre-

hension, let us move on to demonstrate a few unexplored areas that merit further inves-

tigation. The research described in Chapter 5 is aimed at shedding light on some of these. 
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4.5.1. The expected questions 

A number of critical issues concerning children’s developing ability to understand irony 

have been quite thoroughly investigated in the monolingual context. Most of these, howev-

er, are yet to be addressed in the bilingual context. Among the most interesting of these is 

the question of whether bilingual children are more apt at recognizing ironic speaker’s be-

lief than are their monolingual counterparts. This is a particularly interesting question, as 

studies conducted with monolingual populations have found speaker belief recognition to 

be prerequisite to understanding irony (Happé 1993; Banasik 2013). Another interesting 

issue is that of whether bilingual children actually do recognize irony more readily than 

their monolingual peers. Given bilinguals’ advantage in metalinguistic awareness (Altman 

2018), perspective taking (Fan et al. 2015; Liberman et al. 2017), and Theory of Mind abil-

ity (Schroeder 2018), one would expect that this could indeed be the case. If a bilingual 

advantage does exist for irony comprehension, it would be interesting to explore at what 

age it manifests itself. As irony comprehension is a complicated process requiring complex 

mentalising ability – including second-order Theory of Mind skills (Curcó 2000; Massaro 

2013; Nilsen 2011) – it is expected that such an advantage, if at all, could be observed in 

children well over the age of seven, that is above the age at which second-order ToM 

emerges in typically developing children (Westby and Robinson 2014). On the other hand, 

Westby and Robinson (2014: 365) postulate that it is “higher order cognitive and affective 

ToM [that] involves tasks that require recognising lies, sarcasm, [and] figurative language” 

and that “[t]hese skills typically develop between 8 and 12 years of age.” On these authors’ 

account, the ability to understand ironic utterances has a more protracted developmental 

pattern. It would be interesting to look into these issues comparing the performance of 

monolingual children with that of their bilingual peers, as such research is very scant.303 

The research described in the current work is aimed at filling this gap. 

Another unexplored area is whether irony comprehension is modulated by utterance 

type. Although ample literature is available that has been devoted to the different vehicles, 

forms, and markers of irony (Muecke 1969, 1970; Booth 1974; Muecke 1978; Kapogianni 

2014), not much is known about children’s comprehension and recognition of these. The 

majority of studies have utilised just one prototypical form of irony: the counterfactual 

 
303 To illustrate, the study by Banasik and Podsiadło (2016) only studied bilingual children. 
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statement (Demorest et al. 1984; Hancock et al. 2000; Pexman and Glenwright 2007; 

Glenwright and Pexman 2010; Banasik 2013; Banasik and Podsiadło 2016).304 Several au-

thors have highlighted the need to pay more attention to the materials that have been used 

in empirical research. Notably, Kumon-Nakamura et al. ([1995] 2007) have called for em-

ploying more varied ironic stimuli, while Wilson (2017) has called for more rigour and 

precision in ironic stimuli creation. Hence, the approach to stimuli creation that has been 

taken in the current research has aimed at integrating these two postulates. Studies into 

children’s comprehension of various types of irony are lacking, let alone those conducted in 

the bilingual context, and the research described in Chapter 5 aims to fill this void. 

4.5.2. The less expected questions 

One more issue that merits further investigation is that of perceived attitude of the ironic 

speaker. Prior developmental research conducted in the monolingual context employed 

recognition of ironic attitude as a comprehension measure (Andrews et al. 1986), assuming 

that ironic attitude is invariably negative. Newer studies, however, have shown that irony 

may convey a number of different attitudes (Dynel 2013; Bromberek-Dyzman 2014, 2015). 

It would be interesting to investigate what kinds of attitudes bilingual children of different 

ages ascribe to the ironic speaker; are these attitudes positive or negative, simple or com-

plex? Are they similar to what we know from literature conducted with monolingual partic-

ipants? 

Two seemingly unrelated strands of research may well add an extra interesting di-

mension here. The first of these is studies into affective processing in the bilingual context. 

A common opinion voiced by many bilingual speakers is that their L1 is their “language of 

the heart”, one in which they both perceive and express emotions more strongly (Pavlenko 

2006; Dewaele 2010). Researchers have been studying the so-called “foreign-language ef-

fect” (Keysar et al. 2012; Costa et al. 2014), according to which the “foreign language pro-

vides a distancing mechanism that moves people from the immediate intuitive system to a 

more deliberate mode of thinking” (Keysar et al. 2012: 661). The potential mechanism here 

is that the second language “is less grounded in the emotion system than a native tongue is” 

 
304 One notable exception is the study by Creusere (2000), whose stimuli comprised five different kinds of 

utterances: counterfactual assertions, true assertions, questions, offerings, and thankings. 
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(Keysar et al. 2012: 661). When encountering emotional content, be it taboo words or ex-

pressions of affection, people have been found to “react to [it] less emotionally in a foreign 

language” (Keysar et al. 2012: 661). In a similar vein, Jończyk et al. (2016: 537) have 

found evidence that “bilingual individuals may process negative content more shallowly in 

L2 than L1.” These authors postulate that “semantic access to negative words presented in 

the second language of bilinguals may be incomplete and suppressed at an early stage of 

processing” (Jończyk et al. 2016: 535). Along the same lines, clinical research conducted 

with patients suffering from post-traumatic stress disorder has demonstrated that patients’ 

memories recounted in the first and second language differ substantially: the accounts giv-

en in participants’ first language “seemed to be told from the heart”, whereas those given in 

the second language “were often recounted in a detached manner, as though participants 

were recalling a news story about someone else” (Schwanberg 2010: 51). Thus, the L2 may 

constitute “a kind of asylum for patients discussing highly emotional and/or traumatic ex-

periences” (Jończyk et al. 2016: 527). If this is the case, it might be possible, then, that bi-

linguals’ perceptions of the attitudes conveyed by ironic criticism could differ as a function 

of language. 

Another interesting strand of research that could point in this direction is studies in-

to the existence of bilinguals’ personality shift as a function of language used. Ramírez-

Esparza et al. (2006) investigated the Cultural Frame Switching (henceforth CFS) effect, 

whereby “bicultural individuals shift values and attributions in the presence of culture-

relevant stimuli” (Ramírez-Esparza et al. 2006). Examining Spanish-English bilinguals, the 

authors obtained cultural differences in personality, thus supporting the CFS. Ramírez-

Esparza et al. (2006: 118) concluded that “CFS can be primed with something as subtle as 

the language, and can affect not only (...) attributions or values, but also (...) personality.” If 

certain personality traits can change as a function of language, it may well be the case that 

one’s perceptions of other people’s attitudes may also change as a function of language. 

Given the above, it would be very interesting to explore bilingual children’s perceptions of 

an ironic speaker’s attitudes when irony is expressed in two different languages. It would 

also be worthwhile to look into these issues with participants belonging to different age 

groups. These questions, too, will be addressed in the research described in Chapter 5. 
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4.6. Conclusion 

The current chapter sought to detail out what is currently known about irony comprehen-

sion in bilingual children. Since few studies have so far been conducted into this research 

avenue, the discussion was opened with an analysis of findings concerning figurative lan-

guage comprehension in bilingual individuals. Here, empirical results concerning the un-

derstanding of four major types of figurative utterances were reported: idioms, metaphors, 

proverbs, and similes. 

The goal of the consecutive part of the chapter was to shed light on the differences 

in the comprehension of irony and that of other types of figurative language. To achieve 

this goal, the author reviewed relevant findings from various research avenues. Insights 

from language acquisition research were presented, followed by those obtained from stud-

ies conducted with the use of neuroimaging. Subsequently, the author reviewed studies into 

figurative language comprehension that were conducted with clinical populations. Finally, 

the author discussed the implications that all these findings have for bilingual research into 

irony. 

The goal of the third part of Chapter 4 was to lay the groundwork for the research 

described in Chapter 5. The focus here was on exploring irony in the bilingual context. 

First, the author presented empirical findings concerning the comprehension of irony in 

bilingual adults. Next, the author discussed research results pertaining to the comprehen-

sion of irony in bilingual children. Finally, the focus of the analysis was shifted to those 

aspects of irony comprehension in bilingual children that have so far enjoyed little scholar-

ly attention. Emphasis was laid on interesting problems that have either been overlooked by 

prior research, or have not been properly addressed. A number of these will be tackled in 

the research reported in Chapter 5. 
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Chapter 5: The study 

5.1. Introduction 

The goal of Chapter 5 is to describe the developmental study that has been conducted into 

selected aspects of irony comprehension in Polish monolingual and Polish-English bilin-

gual children. First, the major goals of the research will be presented. Next, the rationale 

behind the stimuli, as well as the process of their creation and validation will be reviewed 

in detail. Then, the analysis will focus on three important areas that the discussion of irony 

research conducted heretofore has found to merit further investigation. The first of these is 

recognition of speaker belief, the second is recognition of speaker intention, and the third 

one – perception of speaker attitude. These three important aspects of irony comprehension 

are examined in the current project. Each of the three has been investigated in young partic-

ipants belonging to three age groups. 

The findings obtained in the present study will be discussed against the backdrop of 

the current state of knowledge on irony processing and comprehension. Subsequently, limi-

tations of the current study will be addressed and directions for further research identified. 

5.2. Research goals 

The goal of the study was to shed light on three key aspects of irony comprehension that 

are well known from research conducted with monolingual participants and that have, as 

yet, received little, if any, academic attention in the bilingual context from a developmental 

perspective. The first of these key aspects is recognition of ironic speaker belief, the second 
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one is recognition of ironic intention, and the third – appreciation of ironic speaker attitude. 

The study looks into these three critical aspects in mono- and bilingual individuals belong-

ing to three age groups: children between 6 and 8 years old, children between 10 and 12 

years old, and teenagers between 14 and 16 years old. 

In terms of recognition of speaker belief and intention, the research aim was to 

compare the performances of mono- and bilingual participants belonging to the same age 

groups and to check whether a bilingual advantage would be obtained in either of these two 

critical areas. An additional objective here was to check whether irony comprehension de-

pends on the type of speech act that has been used to express ironic meaning. 

An additional goal of the study was to take a closer look at ironic attitude – a phe-

nomenon well-known from studies conducted with monolingual children, but one that has 

frequently been misconstrued in developmental research. As has been pointed out in section 

(2.3.7), pioneering studies into child irony comprehension used the notion of speaker atti-

tude as a comprehension measure – such that children were credited with irony comprehen-

sion only if they interpreted the ironic speaker’s attitude as negative (Andrews et al. 1986). 

Newer literature has clearly demonstrated that irony serves many communicative goals, 

among which are such phenomena as social bonding (Dynel 2008) and humour (Hirsch 

2011; Dynel 2013), and that irony may – albeit implicitly – communicate positive attitudes 

(Bromberek-Dyzman et al. 2022). Thus, the present research does not take speaker attitude 

recognition as a comprehension measure. Instead, the current study looks into bilingual 

children’s perceptions of ironic attitude. More specifically, it seeks to explore the different 

attitudes that mono- and bilingual children of different ages ascribe to the ironist. Here, 

responses given in both languages spoken by the bilinguals will be looked at so as to check 

whether any hints of “the foreign-language effect” (Keysar et al. 2012; Costa et al. 2014) 

would be observed. As the research goals concerning ironic attitude appreciation are of an 

exploratory nature, a qualitative analysis of the obtained data will be presented. 

5.3. Development of research materials 

Two tools were created and employed in the current study: the Sarcastic Irony Battery, and 

the “English and You” Questionnaire. The Sarcastic Irony Battery was designed as a diag-

nostic test for measuring the different aspects of children’s comprehension of ironic stimuli. 
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The stimuli were designed in such a way as to represent all five speech act types as distin-

guished by Searle (1969). The “English and You” Questionnaire, in turn, was intended as a 

simple, practicable, and child-friendly tool for collecting information about mono- and bi-

lingual participants’ linguistic backgrounds. 

5.3.1. The Sarcastic Irony Battery 

The Sarcastic Irony Battery – the major research instrument employed in the current study 

– was intended as a versatile tool for measuring four basic aspects of irony comprehension: 

context comprehension and recognition of speaker belief, intention, and attitude, all of 

which have been recognised, explored, and discussed in the relevant psycholinguistic litera-

ture.305 The battery was created with the aim of integrating two perspectives – that of Wil-

son (2017) and of Kumon-Nakamura and colleagues (2007). Thus, the stimuli making up 

the instrument were supposed to be salient, that is either unambiguously ironic or literal, 

and – at the same time – varied, that is encompassing different (but mutually corresponding 

and comparable) forms of ironic and literal utterances. The following sections will present 

in detail how the tool was developed and discuss the steps that were taken in order to make 

it well-suited for developmental research. 

5.3.1.1. Stimuli creation 

Initially, fifty-one short, two-sentence scenarios were created in Polish. These presented 

brief interactions between two characters. The first, and the beginning of the second sen-

tence provided the situational background, depicting a given context and introducing the 

first character. This character always either exhibited an excessive or exaggerated behav-

iour, or boasted about having a certain skill, and then failed at this very ability. Next, the 

second character made a comment related to the first character’s behaviour or failure.306 It 

 
305 For a critical discussion of the findings relevant to these four aspects, consult sections (2.3.3), (2.3.5), 

(2.3.6), and (2.3.7), respectively. 
306 Here, the author would like to express her gratitude to Jacek Mańko, for his invaluable help in the process 

of contriving the many potentially ironic situations and comments which would be appropriate to these sce-

narios. 
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is the comments uttered by the second character that had the greatest relevance for the cur-

rent research. 

As one of the major goals of the study was to look into comprehension of various 

forms of irony, ten different comment types were created to each of the fifty scenarios, re-

sulting in five hundred comments. These comments invariably expressed a critical attitude. 

Half of them were ironic, whereas the other half – literal. Thus, of each ten comments that 

were written for a given scenario, five were ironic and five were literal. On the other hand, 

every set of ten comments was made up of five sentence pairs – each consisting of one 

ironic and one literal sentence – such that every pair belonged to a different speech act cat-

egory, as distinguished by Searle (1969): assertive, directive, commissive, expressive, and 

declarative.307 To illustrate, take the following context: 

 

 

(24) Paweł often boasted that he played football very well. When he missed the 

goal for the fifth time, Tomek said: 

 

Here, the range of answers included two assertives – one ironic (25a) and one literal (25b): 

 

(25) a.  You really are a great player. 

b. You are a poor football player. 

 

Similarly, there was one ironic (26a) and one literal (26b) directive: 

 

(26) a.  Teach me some football tricks. 

b. Get some more practice. 

 

Below is an example of an ironic (27a) and a literal (27b) commissive: 

 

(27) a.  I will learn to play football so well, too. 

b. I will teach you how to play football. 

 
307 This was in line with the proposal put forward by Kumon-Nakamura and colleagues (2007), who postulat-

ed that all five speech act types could communicate irony. One of the major advantages of employing Searle’s 

(1969) speech acts as experimental stimuli is that they constitute mutually exclusive and collectively exhaus-

tive categories, which is instrumental in creating a methodologically sound study design. 
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Along the same lines, there was one ironic (28a), and one literal (28b) expressive: 

 

(28) a.  It’s nice that you are doing so well. 

b. Too bad that you are doing so poorly. 

 

Finally, the sentence in (29a) is an example of an ironic declarative, while the one in (29b) 

– of a literal declarative: 

 

(29) a.  I declare you the best player of all times. 

b. I declare you the worst player of the year. 

 

Several major principles were adhered to in the creation of the scenarios and com-

ments. Only such situations were depicted that would be familiar to a five-year-old, typical-

ly developing child.308 Also, while the age of the characters in the stories was unspecified, 

it could be inferred that they were peers. More importantly, the interactants always had 

equal status – that is, there was no power imbalance between them, as would have been the 

case had the interactions occurred between an adult and a child.309 The language of the con-

texts and comments was simple and clear, and the length of the target utterances was re-

duced to a strict minimum – the comments were supposed to be only six words long.310 The 

criteria were established with a view to minimising comprehension and working memory 

demands for the young participants. 

 
308 Here, insights from the work of Smith and Hart (2011) proved instrumental. 
309 Not much is known about the actual effects of ironic speaker status on irony comprehension. Given the 

findings of Recchia and colleagues (2010), who noted a difference in how mothers and fathers used irony 

with their children, it seems reasonable to expect that power imbalance could bear upon children’s under-

standing of an ironic utterance, let alone their perception of the ironic speaker. And indeed, Banasik-

Jemielniak and Bokus (2019) recently found that whether it was a child or an adult that uttered an ironic 

comment to a child was significant for their youngest participants. Hence, to avoid this potential confound, 

only child-to-child interactions have been employed as stimuli in the current research – a methodological 

choice which stands in contrast to those employed in some of the other studies that have been conducted into 

irony comprehension by children (e.g. Banasik 2013; Banasik and Podsiadło 2016). 
310 The comments cited in examples (25) to (29) are close translations of the original stimuli, and hence their 

length differs from that of the Polish stimuli. To see the complete list of the Polish stimuli, consult Appendix 

A, p. 383. 



 265 

5.3.1.2. Pretest 

To ensure stimuli salience, all scenarios, together with the corresponding comments, un-

derwent extensive pretesting. To this end, a group of 228 volunteers – naive language users 

– was recruited who were supposed to rate how ironic or literal the comments were. The 

raters were asked to provide information about their age, gender, and education. Here, an 

exclusion criterion was established, which was doing or having a degree in languages or in 

linguistics. The reason for this was that such raters’ elevated linguistic awareness would 

have biased the pretest results. Therefore, responses obtained from these raters were ex-

cluded from further analysis. 

For practical reasons, all the materials initially created were divided into 10 lists, 

each comprising 50 contexts. The contexts were the same for each list, but different com-

ments were assigned to them. To illustrate, an ironic assertive was assigned to list 1, an 

ironic directive to list 2, an ironic commissive to list 3, an ironic expressive to list 4, and an 

ironic declarative to list 5. Further, the 5 respective literal counterparts were assigned to the 

remaining 5 lists. Each rater received only one list, and at least twenty rates were assigned 

to rate each list (the number varied from 20 to 28). 

The pretest was performed as an online questionnaire, using Google Forms. The 

raters’ task was to read each scenario and rate the target comment on a 5-point Likert-type 

ironicity scale, where 1 stood for “very literal”, and 5 – for “very ironic”. Once the ratings 

were obtained, mean values were calculated for each comment. The criteria that were set 

before the analysis were a mean value between M = 4.0 – 5.0 for ironic comments, and a 

mean value between M = 2.0 – 1.0 for their literal counterparts. Once the means were cal-

culated, it evinced that the comments were, overall, rated as highly salient. 

Forty highly salient items were selected for the Sarcastic Irony Battery – 20 ironic, 

and 20 literal ones. The least ironic stimulus that was chosen for the study had a mean rat-

ing of M = 4.65, whereas the least literal stimulus had a mean rating of M = 1.9. At the 

same time, care was taken to ensure an equal number of comments as expressed by each 

speech act type. Thus, of the forty items, there were eight assertives, eight directives, eight 

commissives, eight expressives, and eight declaratives. 

5.3.1.3. Target questions 
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To each of the items selected for the Sarcastic Irony Battery, a series of four questions was 

devised such that each question targeted a different aspect of irony comprehension and ap-

preciation. Let us illustrate this with the following scenario, which was given to participants 

as an example in the instruction to the task: 

 

(30) Janek told Agnieszka that he liked going to sleep late. When, one evening, 

he fell asleep right after supper, Agnieszka said: 

 - You really like going to bed late. 

 

The first of the four target questions checked whether participants understood the situation-

al context at all. While previous research into children’s comprehension of irony tended to 

omit this issue (e.g. Loukusa and Leinonen 2008; Glenwright and Pexman 2010), it is be-

lieved that a manipulation probing participants’ understanding of the situation is an im-

portant element of a methodologically sound design in a study checking children’s compre-

hension of any figure of speech Thus, in the current study, the decision was made to check 

whether participants understood the situation before checking their comprehension of the 

ironic comment, as in the example below: 

 

(31) Did Janek go to bed late? 

 

There were just two answers possible to the context question: YES and NO. 

The second target question tapped participants’ Theory of Mind ability, as it probed 

their recognition of the ironic speaker’s belief: 

 

(32) Does Agnieszka think that Janek went to bed late? 

 

Here, too, only two options were available as responses; these were YES and NO. 

The third question explored participants’ appreciation of the ironic speaker’s inten-

tion: 

 

(33) In her comment: 

a.  Agnieszka made a mistake 

b. Agnieszka wanted to deceive Janek 
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c. Agnieszka wasn’t speaking seriously 

d. none of the above 

 

As has been demonstrated above, four answers were possible. If a participant chose the first 

answer, this meant that they believed the ironic speaker made a slip of the tongue. If they 

chose the second answer, this meant that they mistook the ironic comment for a lie. If they 

chose the third answer, this meant that they correctly recognised the nonliteral ironic mean-

ing. The fourth answer was used as a distractor; it was the correct response to literal stimu-

li. 

The final of the four target questions was an open-ended one: 

 

(34) How do you think Agnieszka was behaving towards Janek? 

 

Here, participants were encouraged to write an adjective that would best describe the 

speaker’s behaviour, or the attitude conveyed in the comment. 

5.3.1.4. Final version of the stimuli: Polish version 

The final version of the stimuli comprised 40 items. Each item was made up of a context 

followed by a target comment that was either ironic or literal. Thus, half of the items were 

ironic, and the other half – literal. On the other hand, each speech act type was represented 

by eight items, four of which were ironic, and the other four – literal. For instance, there 

were eight assertives, including four ironic, and four literal comments. A complete list of 

all stimuli is available in Appendix A, p. 383. 

Each stimulus was tape-recorded by an adult male speaker. As the effects of intona-

tion were beyond the scope of the current study, and given that salient ironic intonation 

cues irony comprehension (Glenwright et al. 2014), the speaker was instructed to read the 

ironic comments with the same pitch as he did their literal counterparts. The intonation of 

the speaker was neutral for both the literal and ironic comment types. 
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In addition, forty simple black-and-white drawings were prepared which illustrated 

the situations depicted in the stimuli.311 These were created with a view to minimising 

working memory demands. 

5.3.1.5. Final version of the stimuli: English version 

All the experimental stimuli that ended up in the Sarcastic Irony Battery were translated 

into English by the author. Here, as it was impossible to make the target comments as short 

as they were in the Polish version (6 words at maximum), care was taken to ensure that 

they were the shortest possible. 

Subsequently, the translated stimuli were thoroughly checked by a professional 

translator and a cognitive scientist who had extensive research experience working with 

children and adolescents. 

Next, a group of ten native speakers of English were asked to rate whether they con-

sidered the ironic stimuli to be ironic, and the literal ones – literal. They were also invited 

to share their comments and suggestions. The check was performed in order to make sure 

that the translations retained the salience of the original stimuli. Nine native speakers 

agreed to submit their responses, which they did. In some cases, the responses were accom-

panied by comments. Whenever it was deemed necessary, minor changes in the wording of 

the stimuli were applied so as to make the stimuli more natural, in line with the suggestions 

of the native speakers. A complete list of all stimuli is available in Appendix B, p. 388. 

Finally, the English version of the Sarcastic Irony Battery was recorded by an adult 

male native speaker of English with a British accent. As was the case for the Polish version 

of the stimuli, the intonation of the speaker was neutral for both the literal and ironic com-

ment types. 

 
311 To see the illustrations, consult Appendix D, p. 394. 
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5.3.2. The “English and You” Questionnaire 

To collect information regarding participants’ language background, a brief questionnaire 

was developed. The goal was to elicit information similar to that collected by LEAP-Q 

(Marian et al. 2007), including age and order of acquisition, language dominance, frequen-

cy and context of use and exposure, and language attainment; however, the questionnaire 

employed in the current research had to be easy to use with young children without their 

parents’ assistance. Hence, care was taken to ensure that all questions were short, simple, 

and easy to understand, even by the youngest participants. The Questionnaire is available in 

Appendix C, p. 393. 

The first section of the questionnaire collected participants’ basic demographic data 

(age, date of birth, gender, city of residence, school and class attended). What followed was 

a set of eight questions whose goal was to probe the nature of participants’ contact with the 

English language. 

Question 1 collected general information about the languages spoken by participants 

and the respective ages of their acquisition. Participants were asked to list all the languages 

they spoke and to specify how old they were when they started learning each language. 

Questions 2 and 3 gathered data about participants’ language dominance. In Question 2, 

participants were asked to write the language in which they: 

 

• Think; 

• Count; 

• Dream; 

• Communicate most frequently. 

 

These data were complemented by answers to Question 3, in which participants were sup-

posed to specify in which language they find it easiest to communicate. Here, the following 

options were available: 

 

• Polish; 

• English; 

• It does not make a difference/does not matter to me; 

• Another language (please, specify which). 
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Questions 4 and 5 looked into participants’ early contact and experiences with the English 

language. Question 4 asked participants to provide information about the place where their 

contact with English started. They had three options to choose from: 

 

• At home – I have known the language since early childhood; 

• In kindergarten; 

• At school. 

 

In Question 5, participants were asked whether they had lived in an English-speaking coun-

try. The possible answers were: 

 

• Yes (specify how old you were then, how long you lived there, and where it was); 

• No. 

 

Questions 6 and 7 were together concerned with participants’ current contact with the Eng-

lish language. Question 6 collected information about the frequency of this contact. The 

possibilities to choose from were the following: 

 

• Every day; 

• Every second day; 

• Two times a week. 

 

Question 7 supplemented the information provided in Question 6, and asked about the 

places in which participants currently had contact with English. This was the only multiple-

choice question in which participants were allowed to select more than one of the available 

responses; these were: 

 

• At home, talking to my family; 

• On the Internet (reading and watching films); 

• At school, in English classes; 

• In extracurricular classes; 

• Other (please, specify). 
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The final – eighth – question aimed to collect very general information about the level of 

participants’ command of English. As some of the participants were young, they were not 

able to provide an accurate description of their language proficiency. Hence, Question 8 

only asked them to provide the title of their English coursebook and write the grades they 

typically received in their English classes. The purpose of Question 8 was to allow identify-

ing the level of each of the coursebooks in accordance with the Common European Frame-

work of Reference for Languages (Council of Europe 2001). 

Importantly, the “English and You” Questionnaire was to be administered to partic-

ipants both in the bilingual and monolingual groups. The reason behind this decision was 

that – as has been the case with the majority of earlier research comparing monolinguals 

with bilinguals – the monolinguals in the current study were not monolingual in the strictest 

sense of the word.312 Previous research differed with regard to how it addressed this issue. 

For instance, Gollan and Acenas (2004) advise against “[i]nvesting (…) effort to recruit 

pure monolinguals”, as “such individuals may differ from the bilinguals tested in systemat-

ic ways” (Gollan and Acenas 2004: 249). The researchers point out that “individuals with 

no exposure to another language may include those who purposefully avoided language 

study”, which in turn could be indicative of “the presence of a subtle or even obvious cog-

nitive disadvantage or deficit” (Gollan and Acenas 2004: 249). In contrast to the approach 

taken by Gollan and Acenas (2004), some scholars did not raise the issue of how monolin-

gual the members of their monolingual groups actually were; such authors simply made no 

mention of the linguistic background of the monolinguals.313 The researchers who, on the 

other hand, made an explicit acknowledgement of this possible problem, either spelled out 

the specific selection criteria by means of which they assigned participants to a monolin-

gual group314, collected more or less detailed information about the degree of con-

 
312 The reason for this is that it is very difficult, if not impossible, to find participants that would be purely 

monolingual – i.e. having absolutely no knowledge of a foreign language. A similar point has been made by 

Kang (2012), who investigated phonological awareness in Korean monolingual and Korean-English bilingual 

children. Describing the participants of her study, the author notes that “because of the general trend in Kore-

an early education, it is almost impossible to find monolingual Korean children who have no English expo-

sure these days” (Kang 2012: 417). 
313 A case in point is the research by Okanda and colleagues (2010), who explored the link between language 

and cognitive shifting in mono- and bilingual children. The only piece of information that these authors give 

about the linguistic profile of the monolingual group is that these children “spoke Japanese as their first lan-

guage” (Okanda et al. 2010: 71). 
314 The research by Kang (2012) is an example. The author writes that the children who were labelled as 

monolingual in her study “receive[d] limited English exposure (from a Korean-speaking teacher) but [could 
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tact/familiarity that the monolinguals had with any foreign language315, or did both of 

these316 – an approach that will be pursued in the current study. Data obtained from the 

“English and You” Questionnaire will be instrumental in obtaining the language profiles of 

the mono- and bilingual participants of the current research. They will also serve as an im-

portant basis for the creation of exclusion criteria from participant groups. 

5.4. Participants 

256 participants took part in the study. They were divided into three age groups. Three ex-

clusion criteria were established for the monolingual participants. The first was failing to 

provide a complete answer to Question 2 of the “English and You” Questionnaire; the 

question was meant as a major measure of participants’ language dominance. The second 

exclusion criterion, which was also indexed by responses to Question 2, was participants’ 

declaring that they thought predominantly in English. The third exclusion criterion was 

failing to respond to all the ironic speaker attitude questions on the Sarcastic Irony Battery. 

Data provided by monolinguals meeting any of these three criteria were excluded from fur-

ther analysis. 

For students who were not old enough to give informed consent to participate in the 

study, parental consent was obtained either directly, or via school authorities. 

Below, detailed information will be presented concerning each of the three age 

groups. 

 
not] yet converse or read in English”; she also notes that “none of these monolingual children could speak 

English beyond one-word level or decode English words yet” (Kang 2012: 417). 
315 An example is the study by Gollan and Silverberg (2001), whose monolingual participants filled out a self-

rating scale, on which they rated their fluency in a second language. The scale ranged from 0, which indicated 

“no knowledge of a second language whatsoever”, to 6, which stood for “being a fluent speaker of a second 

language” (Gollan and Silverberg 2001: 67). The authors report that no rating was above a 2. A similar proce-

dure was employed by Gollan and Acenas (2004), whose participants filled out “a language history question-

naire in which they estimated their daily use of Spanish (for bilinguals) or some language other than English 

(for monolinguals) and their proficiency level in each language on a scale of 1–7 with 1 being little to no 

knowledge and 7 being like a native speaker” (Gollan and Acenas 2004: 249). 
316 Among the examples here are the studies by Carlson and Meltzoff (2008) and by Barac and colleagues 

(2016). 
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5.4.1. Group 1: Younger children 

The first group comprised children between 6 and 8 years old. 19 children in this group 

were monolingual (age range: 6.5-9), and 34 were bilingual (age range: 6-8), as depicted in 

Table 1. 

 

Table 1. Basic demographic data for Group 1. 

 Group 1: younger children 

 monolinguals bilinguals 

N 19 34 

Girls 10 19 

Boys 9 15 

Age range 6.5-9 6-8 

 

The monolinguals were students of grades 1 and 2 at Primary School number 36, located in 

Poznań. All monolinguals received education in Polish. They were not pure uncontaminat-

ed monolinguals, as – in accordance with the Polish core curriculum – all children receiv-

ing primary education have to attend foreign language lessons at school. However, all par-

ticipants reported Polish as the only language in which they thought. 

The bilingual participants attended the International School of Poznań, where they 

attended grades G-1 and G-2. They received all education in the English language, with the 

exception of one hour of Polish a week. 

5.4.2. Group 2: Older children 

The second group comprised children between 10 and 12 years old. 30 children in this 

group were monolingual (age range: 9-12), and 27 were bilingual (age range: 10-12), as can 

be seen in Table 2. 

Table 2. Basic demographic data for Group 2. 

 Group 2: older children 

 monolinguals bilinguals 

N 30 26 

Girls 15* 9 

Boys 14* 17 

Age range 9-12 10-12 

* One participant did not provide data on gender. 
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The monolinguals were students of grades 4 and 5 at Primary School number 21, Primary 

School number 23, and Primary School number 36, all of which are located in Poznań. All 

the monolinguals received education in Polish. As was the case with the younger monolin-

guals, the older monolingual children also were not pure uncontaminated monolinguals, as 

regulated by the Polish core curriculum, according to which all children have to attend for-

eign language classes at school. All the older monolingual children reported that Polish was 

the only language in which they thought. 

All bilingual participants belonging to this age group attended the International 

School of Poznań, where they attended grades G-5 and G-6. One participant attended grade 

G-4, but she was the same age as her peers attending G-5. For the bilingual students, Eng-

lish was the language of school instruction. 

5.4.3. Group 3: Teenagers 

The third group comprised teenagers between 14 and 16 years old. Initially, there were 91 

monolinguals in this age group, but data from 10 participants had to be discarded, as they 

met two or all of the exclusion criteria. Thus, as is depicted in Table 3, data from 81 mono-

linguals (age range: 13-16), and 55 bilinguals (age range: 14-16) were used in the analyses. 

Table 3. Basic demographic data for Group 3. 

 Group 3: teenagers 

 monolinguals bilinguals 

N 81 55 

Girls 48 35 

Boys 33 20 

Age range 13-16 14-16 

 

The monolinguals were students of grades 1, 2 and 3 at Junior High School number 43, and 

Junior High School number 63 in Poznań. The monolinguals received education in Polish, 

but attended foreign language classes at school, as required by the Polish core curriculum. 

All participants reported Polish as the only language in which they thought. 

The bilingual participants belonging to this age group attended grades 2 and 3 of the 

junior high programme at the International School of Poznań, and grade 2 at Junior High 

School number 58. The bilingual students all received instruction in English for at least one 
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course in the area of humanities, and at least one course in the area of science. Moreover, 

their school programme comprised 5 hours of English at minimum. 

5.5. Procedure 

For each age group, all participants were first familiarised with a cover story, according to 

which the purpose of the research was to study communication. No mention of irony was 

made. Subsequently, instructions were read out loud specifying the procedure: participants 

were first to hear a scenario, after which they were supposed to provide answers to four 

questions. Finally, they were reassured that there were no good or bad answers. Next, an 

example scenario was presented and analysed together. 

 The younger children were tested individually, in as many sessions as was required. 

The children were free to take as much time as they needed, and to stop at any time they 

wanted. Visual prompts were used to lower working memory demands. The older children 

and the teenagers were tested in groups, in single sessions of approximately 40 minutes, 

with no interruptions. 

5.6. Aspect 1: Recognition of speaker belief 

The first part of the study constituting the focal part of the current dissertation looked at 

participants’ recognition of ironic speaker’s belief. This issue has been explored quantita-

tively using Mann-Whitney U tests, one for each age group. 

5.6.1. Research aims 

The goal of this part of the study was to look into participants’ ability to correctly recognise 

the ironic speaker’s belief – a task that monolingual literature has identified as an important 

first step towards acquiring the ability to understand ironic utterances (Aguert et al. 2017; 

Glenwright and Pexman 2010; Nilsen et al. 2011; Pexman 2008; Pexman and Glenwright 

2007). The key issue here was to compare the performance of bilingual participants with 
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that of their monolingual peers and to check whether a bilingual advantage would be ob-

tained. As speaker belief recognition is, in essence, a task tapping mentalising skills (Glen-

wright and Pexman 2010), and given that these have an established developmental trajecto-

ry (Westby and Robinson 2014), the study sought to investigate ironic speaker belief 

recognition in participants belonging to three age groups and to check whether differences 

would obtain between the mono- and bilinguals in any of these groups. 

Research has found that children learn to attribute first-order mental states between 

the ages of four and five (Glenwright and Pexman 2010), and that their performance on 

tasks testing ToM abilities is at ceiling over the age of five (Wellman et al. 2001; Liddle 

and Nettle 2006: 232). Westby and Robinson (2014: 365) note that it is “[d]uring the tod-

dler and preschool years [that] children (…) develop the social-cognitive and language 

skills that are associated with passing false belief tasks.” On the other hand, ample findings 

are available demonstrating that children begin to notice the discrepancy between what an 

ironic speaker says and believes when they are around six years of age (Ackerman 1983; 

Andrews et al. 1986; Winner and Leekam 1991; de Groot et al. 1995; Dews et al. 1996; 

Hancock et al. 2000; Nakassis and Snedeker 2002; Harris and Pexman 2003; Pexman and 

Glenwright 2007; Pexman 2008; Glenwright and Pexman 2010; Nilsen et al. 2011). Given 

all of the above, it is hypothesised that bilingual children will outperform their monolingual 

peers only in the youngest age group – that is, between the ages of 6 and 8. For the two 

remaining age groups, it is hypothesised that mono- and bilinguals’ performance on recog-

nising the ironic speaker’s belief will not differ significantly. 

5.6.2. Data analysis 

For this part of the study, participants’ responses to the context comprehension and speaker 

belief question were analysed together. A participant was credited with having correctly 

recognised speaker belief whenever he or she provided correct answers to both these ques-

tions. As parametric assumptions were not met, the non-parametric counterpart of an inde-

pendent groups t-test was selected (Sani and Todman 2006). Thus, a Mann-Whitney U test 

was run to determine if there were differences in speaker belief recognition between mono- 

and bilingual participants in the three age groups. The results are reported below. 
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5.6.3. Results 

5.6.3.1. Group 1 

A Mann-Whitney U test indicated that speaker belief recognition scores of mono- 

(Mdn = 19) and bilingual children (Mdn = 19) were not statistically significantly different, 

U = 288.5, z = -.665, p = .506. 

5.6.3.2. Group 2 

A Mann-Whitney U test indicated that speaker belief recognition scores of mono- 

(Mdn = 20) and bilinguals (Mdn = 20) in Group 2 were not statistically significantly differ-

ent, U = 400.5, z = -.078, p = .938. 

5.6.3.3. Group 3 

Similar to the results obtained for the previous two age groups, a Mann-Whitney U test 

indicated that speaker belief recognition scores of mono- (Mdn = 20) and bilingual teenag-

ers (Mdn = 20) were not statistically significantly different, U = 2175, z = -.263, p = .793. 

5.6.4. Discussion 

Contrary to what was hypothesised, bilingual children aged between 6 and 8 did not outper-

form their monolingual peers on the task requiring them to recognise ironic speaker belief. 

Both the monolingual and bilingual participants reached high scores on this task, which 

could be taken to indicate that by the age of 7 or 8, the ability to correctly recognise ironic 

speaker’s belief is developed, regardless of the language status. Also, as was hypothesised, 

no performance difference was found between monolingual and bilingual participants aged 

between 10 and 12, as well as between those aged between 14 and 16. 
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These findings are in line with those of prior research. Antoniou et al. (2020: 188) 

note that “bilingual benefits have been most consistently reported for preschool-aged chil-

dren.” Indeed, Goetz (2003) found a bilingual advantage on ToM tasks in children aged 

between three and four. Similar results were later obtained by Farhadian et al. (2010), who 

found that bilingual pre-schoolers aged between 43 to 66 months significantly outper-

formed their monolingual peers on tasks tapping ToM. In these authors’ study, “over and 

above age and verbal ability, language status predicted ToM development significantly” 

(Farhadian et al. 2010: 44). Dahlgren et al. (2017), on the other hand, found no difference 

between mono- and bilingual children in their performance on ToM tasks. Similarly to Far-

hadian et al. (2010), these authors, too, worked with very young children; the range here 

was between two and five years. It needs to be noted, though, that none of these studies 

tested recognition of ironic speaker’s belief or mental state, but only looked at ToM – an 

ability that is related to the former, and actually necessary for it to develop (Pexman and 

Glenwright 2010), but by no means identical with it. Indeed, little research has been con-

ducted that compared bilingual children’s recognition of ironic speaker belief with that of 

their monolingual peers’. On the other hand, related studies offer valuable insights into the 

problem. 

A relevant point has been made by Antoniou et al. (2020), who were looking for a 

bilingual or bi-dialectal advantage for processing multiple pragmatic meanings and ob-

tained null results with children aged between 10 and 12. These authors point to a possibil-

ity that “a bilingual advantage in older children is found only when using very demanding 

tasks” Antoniou et al. (2020: 188). The authors’ explanation here is that such children may 

already have reached “an advance level of cognitive development”, which in turn could 

make it more difficult to detect “any bilingual advantages” (Antoniou et al. 2020: 188). 

Studies conducted with monolingual children also offer interesting insights. Banasik 

et al. (2020: 1) recently reported that they found “[n]o differences (…) in ToM scores be-

tween proficient and non-proficient irony comprehenders.” Given the above and taking into 

account reports of monolingual five-year-olds’ performance on ToM tasks being at ceiling 

level (Wellman et al. 2001; Liddle and Nettle 2006), the current findings come as less of a 

surprise – even if we acknowledge that speaker belief recognition does entail more ad-

vanced mentalising ability than do classical ToM tasks. 
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5.7. Aspect 2: Recognition of speaker intention 

The second part of the current study was devoted to examining mono- and bilingual chil-

dren’s recognition of ironic speaker’s intention. As has been the case with speaker belief, 

this problem, too, has been addressed from a quantitative perspective. Below, detailed in-

formation as to the aims and method of this part of the study will be given. Next, the results 

of three statistical analyses (two-way mixed ANOVAs, one for each age group) will be 

presented and followed by a discussion of the findings in the light of the relevant literature. 

5.7.1. Research aims 

The goal of this part of the study was to look for potential differences in recognition of 

ironic speaker intention in mono- and bilingual children belonging to three age groups. Im-

portantly, the study sought to investigate not only the effects of the language status, but also 

of the ironic utterance type. Five categories of ironic statements were looked at: assertives, 

directives, commissives, expressives, and declaratives. In this study, along with what has 

been the case with seminal monolingual research on irony comprehension (e.g. Glenwright 

and Pexman 2010), correct recognition of ironic intent is understood as being synonymous 

with having understood an ironic utterance. What this means it that when children are able 

to attribute ironic intent, they can recognise the actual pragmatic purpose that the ironic 

speaker had in mind while uttering a certain speech act. Glenwright and Pexman’s (2010: 

429) findings demonstrate that this ability does not develop “until later in middle child-

hood.” Research conducted in the monolingual context actually demonstrates that to attrib-

ute speaker intent correctly is the major challenge children face when making sense of iron-

ic utterances (Filippova and Astington 2008). Pexman et al. (2019: 2) point out that some 

“aspects of irony comprehension are still developing into adolescence.” Given such a pro-

tracted developmental path of irony comprehension skills, a bilingual advantage is not ex-

pected in the youngest participant group. However, it is hypothesised that bilingual partici-

pants will outperform their monolingual peers on ironic intent recognition in the older 

children and in the teenage group. 
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5.7.2. Data analysis 

For this part of the study, participants’ responses to the context comprehension, speaker 

belief, and speaker intent question were analysed together. A participant was credited with 

having correctly recognised speaker intention whenever he or she provided correct answers 

to all three questions. The correct response to the speaker intent question was that the 

speaker “wasn’t speaking seriously.” 

Three patterns of incorrect recognition of ironic intent were possible. When a partic-

ipant correctly recognised speaker belief, but chose that the speaker meant to deceive the 

hearer as the response to the speaker intent question, then the irony was misunderstood as a 

lie. When a participant correctly recognised speaker belief, but chose that the speaker made 

a mistake as the response to the speaker intent question, then the irony was misunderstood 

as a slip of the tongue. Finally, when a participant incorrectly recognised speaker belief, 

and chose that the speaker made a mistake as the response to the speaker intent question, 

then the irony was misunderstood as a mistake on the part of the speaker. 

For each of the three age groups, a 2 (language status: monolingual, bilingual) x 5 

(speech act type: assertive, directive, commissive, expressive, declarative) mixed ANOVA 

was run to determine if there were differences in speaker intent recognition between mono- 

and bilingual children for the five speech act types. Language status was a between-

subjects variable while speech act type a within-subjects variable. 

5.7.3. Results 

In the following sections, results of three statistical analyses that have been performed on 

intent recognition data will be reported. Results obtained with each of the three age groups 

will be presented separately. 

5.7.3.1. Group 1 

No main effect of speech act type was found F(4, 204) = 2.062, p = .087, partial η2 = .039. 

The main effect of language status was insignificant as well, F(1, 51) = .110, p = .742, par-
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tial η2 = .002. There was no statistically significant interaction between participants’ lan-

guage status and speech act type, F(4, 204) = 1.240, p = .295, partial η2 = .024. 

As can be seen in Fig. 1, mono- and bilingual children performed equally well on 

ironic intention recognition in ironies expressed by the five speech act types. 

 

 

Fig. 1. Younger children: Mean intent recognition scores by language status for the five speech act types. 

5.7.3.2. Group 2 

The main effect of speech act type turned out statistically significant, F(4, 220) = 2.753, 

p < .05, partial η2 = .048. As can be seen in Fig. 2, irony comprehension was statistically 

significantly higher for expressives than for commissives (M = 0.407, SE = 0.121, p < .05). 
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Fig. 2. Older children: Mean intent recognition scores by speech act type. 

The main effect for language status was not significant, F(1, 55) = .049, p = .825, partial 

η2 = .001. As shown in Fig. 3, the two-way interaction between language status and speech 

act type turned out insignificant as well, F(4, 220) = .523, p = .719, partial η2 = .009. 

 

 

Fig. 3. Older children: Mean intent recognition scores by language status for the five speech act types. 
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5.7.3.3. Group 3 

There was a statistically significant interaction between participants’ language status and 

speech act type, F(3.856, 516.658) = 2.540, p < .05, partial η2 = .019. 

Given the significant interaction, effects of language status were compared across 

five categories of the within-subjects factor: assertives, directives, commissives, expres-

sives, and declaratives. For all pairwise comparisons, data are mean ± standard error, unless 

otherwise stated. 

There was a statistically significant difference in irony comprehension between 

mono- and bilinguals for assertives, F(1, 134) = 9.375, p < .01, partial η2 = .065. As shown 

in Fig. 4, irony comprehension was statistically significantly greater in the bilingual (0.738 

± 0.241, p < .01) than the monolingual group. 

 

 

 

Fig. 4. Teenagers: Mean intent recognition scores by language status for the five speech act types. 

 

There was a statistically significant difference in irony comprehension between 

mono- and bilinguals for commissives, F(1, 134) = 9.322, p < .01, partial η2 = .065. As 

depicted in Fig. 4, irony comprehension was statistically significantly greater in the bilin-

gual (0.724 ± 0.237, p < .01) than the monolingual group. 
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There was a statistically significant difference in irony comprehension between 

mono- and bilinguals for expressives, F(1, 134) = 7.104, p < .01, partial η2 = .050. As can 

be seen in Fig. 4, irony comprehension was statistically significantly greater in the bilingual 

(0.621 ± 0.233, p < .01) than the monolingual group. 

There was a statistically significant difference in irony comprehension between 

mono- and bilinguals for declaratives, F(1, 134) = 5.119, p < .05, partial η2 = .037. Fig. 4 

demonstrates that irony comprehension was statistically significantly greater in the bilin-

gual (0.582 ± 0.257, p < .05) than the monolingual group. 

No difference was found in irony comprehension between mono- and bilinguals for 

directives, F(1, 134) = .531, p = .467, partial η2 = .004. 

Subsequently, effects of speech act type were compared across two categories of the 

between-subjects factor: the mono- and bilingual group. For all pairwise comparisons, data 

are mean ± standard error, unless otherwise stated. 

In the monolingual group, there was a statistically significant effect of speech act 

type, F(4, 320) = 2.691, p < .05, partial η2 = .033. As shown in Fig. 5, irony comprehension 

was statistically significantly higher for expressives than for assertives (M = 0.407, 

SE = 0.134, p < .05). 

 

 

 

Fig. 5. Monolingual teenagers: Mean intent recognition scores by speech act type. 

 

In the bilingual group, there was a statistically significant effect of speech act type 

on irony comprehension, F(3.687, 199.075) = 7.230, p < .001, partial η2 = .118. As depict-
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ed in Fig. 6, irony comprehension was statistically significantly lower for directives than 

for commissives (M = 0.509, SE = 0.153, p < .05), for directives than for expressives 

(M = 0.727, SE = 0.161, p < .001), and for directives than for declaratives (M = 0.527, 

SE = 0.160, p < .05). 

 

 

 

Fig. 6. Bilingual teenagers: Mean intent recognition scores by speech act type. 

5.7.4. Discussion 

The task compared how mono- and bilingual children belonging to three age groups differ 

in their comprehension of ironic utterances as expressed by five speech act types. In the 

task, comprehension was indexed by children correctly recognising ironic speaker intent. 

In line with what was hypothesised, no differences were found between the perfor-

mances of mono- and bilinguals belonging to the youngest group. The bilinguals 

(M = 2.153, SE = 0.218) actually scored slightly lower than the monolinguals (M = 2.274, 

SE = 0.292), but this result was not significant (p = .742). The task proved quite demanding 

for both participant groups, as out of 20 ironic items in total, their mean accuracies approx-

imated 11. This aligns with the findings of Nicholson et al. (2013), whose 8-year-old partic-

ipants’ performance on ironic intent recognition was at chance level. The low performance 

of the 6- to 8-year-olds on speaker intent recognition in the current study cannot have been 

due to task demands, as the mono- and bilinguals were almost at ceiling in the control lit-
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eral scenarios, with mean performances reaching at least 19 for both groups. These results 

indicate that – contrary to what has been the case for speaker belief recognition – the abili-

ties required for correctly understanding the intent of an ironic speaker are still in their de-

velopment in mono- and bilingual children aged between 6 and 8 years. It seems, indeed, 

that children experience difficulty understanding irony “well into the school years” (Köder 

and Falkum 2021: 1). 

The null results concerning a bilingual advantage for irony comprehension that have 

been obtained in the youngest group are also in line with the findings of Antoniou and 

Katsos (2017), who compared multilingual, bi-dialectal, and monolingual children’s under-

standing of different types of implicature. These authors’ stimuli included scalar, relevance, 

manner implicatures, as well as novel metaphors, all of which are challenging to under-

stand. The results demonstrated that “[d]espite lower scores in language ability in the target 

language, multilingual and bilectal children performed at rates comparable to the monolin-

guals” (Antoniou and Katsos 2017: 787). Importantly, these findings were obtained with 

children aged between 6 and 9, which is roughly the same age as that of the youngest par-

ticipants of the current study. Given that irony is claimed to be “the most difficult and late-

developing pragmatic meaning for children” (Antoniou et al. 2020: 188) and taking into 

account the comparable performance of Antoniou and Katsos’ (2017) mono- and multilin-

gual participants on less challenging pragmatic meanings, the current findings obtained 

with the youngest group do not come as a surprise. Aguert et al. (2017: 260) note that 

“young children do not perceive the communication situation as a whole, but rather give 

precedence to either the utterance or the context”; this is exactly what could have happened 

in the case of the 6- to 8-year-olds participating in the current study. 

If we look at how well these participants performed on the different speech act 

types, expressives turned out to be the easiest, while directives – the most difficult speech 

act type. It needs to be pointed out, though, that none of the accuracy differences between 

the five speech act types reached statistical significance. We might speculate that the ex-

ceptionally explicit evaluation characteristic of the expressive could serve as a cue for irony 

comprehension, as it highlights ironic contrast (Pexman et al. 2019). Indeed, the incongrui-

ty between the actual state of affairs and the emotion expressed by the ironic speaker is 

particularly vivid in this speech act type – and previous research has postulated that 

“[i]ncongruity between a positive statement and a negative context is a cue to verbal irony” 

(Nilsen et al. 2011: 374). Facts of the situation and their appraisal expressed by the speaker 
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do stand in stark contrast in the expressive. And exaggeration, be it prosodic or lexical, has 

also been discussed in the relevant literature in terms of an ironic marker (Aguert at al. 

2017). 

Interesting results concerning expressives were obtained in the second age group, 

with participants between 10 and 12 years of age. Here, no interaction between language 

status and speech act type was found, but a main effect of speech act type was obtained, 

with expressives yielding significantly more correct responses than commissives. As has 

been proposed above, ironic expressives seem to be quite unique in that they offer a clue to 

irony comprehension. The mismatch between the actual situation and the emotion ex-

pressed by the speaker – a feature particular to the ironic expressive – is all the more evi-

dent in the case of this speech act. No such thing occurs for ironic commissive, which has 

the form of a commitment, and might therefore be taken to be an innocent offer, as implied 

by its surface form. This could be the reason for the difference in participants’ performance 

on the two ironic speech act types. 

The null results concerning a bilingual advantage for irony comprehension in the 

older group of children (10 to 12 years) are contrary to what was hypothesised. However, 

these results are in line with those obtained by Antoniou et al. (2020), who tested multilin-

gual, bi-dialectal, and monolingual 10- to 12-year-old children’s understanding and pro-

cessing of a broad range of pragmatic meanings: “scalar, contrastive, manner implicatures, 

novel metaphors and irony” (Antoniou et al. 2020: 186). The authors point out that they 

chose to study children of this very age for several reasons, one of them being that prior 

research has found “pragmatic meanings such as irony (...) to develop until late in child-

hood” (Antoniou et al. 2020: 189). They also wanted the participants to be “old and compe-

tent enough to understand the pragmatic meanings examined” (Antoniou et al. 2020: 189). 

The findings demonstrated that, in general, the children were “least accurate with meta-

phors and irony”, and that these two figures of speech “were also the most difficult to pro-

cess”, as pragmatic responses for those meanings proved slower than literal responses to 

the same target stimuli (Antoniou et al. 2020: 186). In the current study, irony comprehen-

sion also posed difficulty to participants – mean performance was slightly over 11 (for a 

total of 20 stimuli), which is only slightly higher than chance level. However, on closer 

examination of the data, it was found that the children tended to provide either many accu-

rate, or many inaccurate responses – a phenomenon similar to that observed by Nicholson 

et al. (2013), yet here obtained with older participants (the children in Nicholson et al.’s 
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(2013) study were 8- and 9-year-olds). Nicholson at al. (2013) take that such a pattern of 

results to indicate that “some children” belonging to the age group studied “are able to ap-

preciate ironic language”, which, in turn, suggests “that this age group, in which children 

seem to be on the cusp of irony appreciation (…) is suitable for (…) investigation of irony 

processing” (Nicholson at al. 2013: 7). Viewed in this light, the current findings would 

point to the age range 10 to 12 as the one when children are on the brink of truly appreciat-

ing ironic meanings. As has been discussed above, this is very much in line with what An-

toniou et al. (2020) postulated about the competencies of children belonging to this age 

group. 

Coming back to the topic of the potential effects of language status on irony com-

prehension, the current study – similarly to Antoniou et al. (2020) – did not find any of 

these for children aged between 10 and 12 years. Antoniou et al. (2020: 186) report that 

they “found no bilingual or bi-dialectal advantage over monolinguals in pragmatic respons-

es or speed of pragmatic processing”, and hence “conclude that bilingual children demon-

strate monolingual-like pragmatic interpretation.” 

The most interesting results that the current study has yielded concerning ironic in-

tent recognition are those obtained in the teenage group, that is with participants aged be-

tween 14 and 16 years. Here, in line with what was hypothesised, a significant interaction 

was found between participants’ language status and speech act type. Bilingual participants 

significantly outperformed their monolingual peers on all speech act types except direc-

tives. This is a very interesting finding and one that necessitates a closer look at ironic di-

rectives. 

Directives are defined as “attempts by a speaker to get a hearer to do something” 

(Fitch 2008: 1326). Brown and Levinson’s (1987) Politeness Theory points to an interest-

ing property that is characteristic of almost all directive speech acts, be it orders or re-

quests: they share an underlying face threat. The idea here is that “the speaker (S) does not 

intend to avoid impeding [the hearer’s] H’s freedom of action” (Brown and Levinson’s 

1987: 65). Fitch (2008: 1327) points out that “[t]he presumed face threat inherent in direc-

tives creates in many cases a social need to mitigate such threats.” This is not least because 

“[d]irectives claim an entitlement to control the actions of the recipient” (Kent 2012: 58). 

They are, indeed, “a highly assertive and invasive social action” (Kent 2012: 58). 

The picture becomes all the more interesting when one takes into account teenagers’ 

experiences with directives. One might speculate that many, if not most of these experienc-
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es, stem from the “cultural assumption that parents should be able to expect compliance 

from their children in a way they would not from other adults” (Kent 2012: 58). Kent 

(2012: 58), in her analysis of children’s options for reacting to parental directives, gives 

just two possibilities: “[w]hen faced with a directive from a parent, children can comply 

(and accept their parent’s right to control them) or resist the directive, challenge their par-

ent’s authority and dispute the legitimacy of the directive.” Neither of these are pleasant 

experiences. Kent (2012: 57) reports that “[i]t is very difficult for children to resist parental 

directives without initiating a dispute.” She further points out that “the directive does not 

make acceptance relevant as a next action; it makes relevant compliance” (Kent 2012: 60). 

Hence, it may be assumed that even experiences with peer-to-peer directives, such as those 

employed in the current study stimuli, are not emotionally neutral. And indeed, Gordon and 

Grant (1997: 16f.), who asked young people to “list three things that make [them] unhap-

py”, report such responses as “people putting pressure on me”, and “people taking my free-

dom away.” Other answers include “being told what to do” and “not getting their own way” 

(Gordon and Grant 1997: 17). Thus, directives may indeed be entwined with a certain level 

of negativity. Negative mood, in turn, has repeatedly been “strongly associated with ex-

tended inhibition of cognitive mechanisms engaged in information processing” 

(Naranowicz et al. 2023: 52). 

Ironic directives, such as those employed in the current study, seem to be particular-

ly negative. Ironic criticism as such does not invoke positive associations, and ironic criti-

cism conveyed via the obtrusive declarative might be viewed as all the more painful.317 

Thus, the negative mood associated with ironic directives might have added to the pro-

cessing complexity of these utterances. 

Another reason why ironic directives are more challenging than other ironic speech 

acts is that they are not a prototypical form of irony, as is the case with assertives (Kumon-

Nakamura et al. 2007). Moreover, they typically do not begin with a performative verb or 

contain a clichéd formula, as do declaratives, which could act as a signal that a figurative or 

jocular meaning follows.318 Neither do they provide an explicit clue that would focalise the 

ironic contrast between the actual state of affairs and its appraisal, as is the case with ex-

pressives. What they require, in contrast, is an extra step that the hearer needs to take, 

 
317 Analysis of participants’ perceptions of attitudes expressed by ironic directives has substantiated this 

claim. 
318 A good example here would be “I declare you…”. 
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which is to reject the surface form of an order, and understand the utterance in terms of a 

critical evaluation. In this respect, directives are similar to commissives; the latter, howev-

er, have the surface form of a proposal or offer, and hence are not associated with a face 

threat. This, in turn, may make them easier to process. 

Further interesting findings were obtained from analysis of simple main effects of 

speech act. In the bilingual group, participants performed significantly worse on directives 

than they did on commissives, expressives, and declaratives. Here, in line with what has 

been discussed above, commissives are claimed to be easier than directives, as they do not 

constitute “actions through which the speaker can assert control or authority over the recip-

ient” (Kent 2012: 60), as do directives, and hence are not loaded with such negative conno-

tations. The ease of expressives, in turn, stems from the overt manifestation of an emotional 

reaction that stands in stark contrast to facts of the situation, which acts as a clear cue sig-

nalling irony (Nilsen et al. 2011; Pexman et al. 2019). A similar cue is available in the case 

of declaratives, which typically entail “a performative verb in the first person present indic-

ative active”, or employ “ad hoc conventional formulas” (Sbisà 2013: 69), which may sig-

nal that a non-literal meaning is going to follow. 

Another interesting finding was obtained in the monolingual group. Here, expres-

sives were found to be significantly easier than assertives. This is interesting, as it is assser-

tives that “have been the focus of virtually all prior studies of irony and have generally 

been considered prototypical of ironic utterances” (Kumon-Nakamura et al. 2007: 66). It 

could be the case, however, that the notion of assertives being the prototypical ironic 

speech act is actually an artifact stemming from the fact that scholars have tended to em-

ploy them as experimental stimuli in virtually all studies on irony. The prevalence of asser-

tives in irony research does not have to translate into their prevalence as the most widely 

used and recognised form of irony as indexed by actual language use. 

The findings obtained in the monolingual group are very much in line with the re-

sults of Kumon-Nakamura et al. (2007). These authors report interesting results of a pilot 

study in which they rated various utterance types on ironicity in order to obtain salient 

stimuli for one of their experiments. The utterance type which obtained the highest rating 

was expressives, and the one which obtained the lowest rating was directives. While these 

differences did not reach statistical significance, the authors themselves wonder why it was 

expressives, and not assertives – “the most prototypical form of irony” (Kumon-Nakamura 

et al. 2007: 66) – that received the highest mean irony rating. The explanation put forward 
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here is, again, that expressives provide a salient clue to irony comprehension: the manifes-

tation of an explicit emotional response that is incompatible with facts of the situation alerts 

the hearer to the duality between what is said and implicated, which is the constitutive fea-

ture of irony (Bromberek-Dyzman 2015). This incongruity acts as a cue to verbal irony 

(Nilsen et al. 2011). 

5.8. Aspect 3: Perception of ironic speaker attitude 

The third – and final – part of the current study was devoted to examining participants’ 

perceptions of ironic speaker attitude. In contrast to what has been the case with speaker 

belief and intention, this problem has been addressed from a qualitative perspective. The 

open-ended nature of the attitude question employed in the current study has made it possi-

ble to elicit a wide range of highly nuanced responses which, it is hoped, will provide new 

insights into what is currently known about children’s perceptions of ironic speaker’s atti-

tude. The aims and method of this part of the study will be described. Subsequently, gen-

eral results will be presented. The most interesting responses will be highlighted and exam-

ined in detail. A discussion of the obtained results will follow that will review them against 

the backdrop of prior research findings. 

5.8.1. Research aims 

The goal of the current analysis was to take a closer look at the attitudes that mono- and 

bilingual children of various ages assign to the ironic speaker. In the bilingual group, the 

key idea was to look into these attitudes as expressed by children performing the task in 

their first and second language. 

This part of the study had an exploratory nature; the objective was to make sure that 

the participants were given the opportunity to share their feelings and evaluations of the 

ironic speaker’s behaviour freely, and in a non-judgmental environment. This, it was be-

lieved, would invite them to provide true answers even if those might appear somewhat 

inappropriate, as when the ironist appears so rude that the participant would wish to use an 

offensive word. 
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Developmental studies into speaker attitude recognition conducted with monolin-

gual populations have pointed to two major areas: irony’s critical and humour functions. 

Consequently, responses highlighting these two aspects are expected to emerge in the cur-

rent study. As recognition of the humour function has been shown to develop later than that 

of the critical function (Dews et al. 1996), it will be interesting to find whether participants 

belonging to the youngest age group would evaluate any of the ironic comments as funny. 

Another interesting question in this context is whether more nuanced or complex answers 

than the prototypical “mean” or “funny” will obtain, and, if so, in which age and language 

status groups they will emerge. 

The final question is whether the responses provided by the bilinguals performing 

the task in their L2 will be less emotionally valenced, which would be in line with “the for-

eign-language-effect” (Keysar et al. 2012; Costa et al. 2014) and related earlier reports, 

according to which bilinguals experience emotions less strongly in their second language 

(Pavlenko 2006; Dewaele 2010). Given the exploratory character of the current research 

into ironic attitude recognition, it hoped that the findings will shed new light on mono- and 

bilingual children’s appreciation of ironic attitude. 

5.8.2. Data analysis 

For this part of the study, a qualitative analysis of participants’ responses to the open-ended 

speaker attitude question was performed. The focus was on those responses that were given 

to correctly understood stimuli – i.e., those, to which participants correctly answered all 

three test questions (context comprehension, speaker belief recognition, and speaker intent 

recognition). However, situations in which a participant provided an intriguing or surpris-

ing response to a stimulus that was not correctly understood were analysed, too. 

5.8.3. Findings 

Below, an account will be given of participants’ answers to the question probing speaker 

attitude perception. Whenever a response is discussed that was given to a misunderstood 

stimulus, a relevant annotation will be made. 
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Findings obtained from each age group will be presented separately. Within each 

age group, responses provided by the monolinguals will be presented first, followed by 

those provided by the bilinguals performing the task in Polish, and then by the bilinguals 

performing the task in English. 

5.8.3.1. Group 1 

This section presents responses provided by the youngest participants – those between 6 

and 8 years of age. A list of all responses given to ironic stimuli in this group is available in 

Appendix E, p. 400. 

A number of monolingual children belonging to this age group provided short an-

swers that signalled that they viewed the ironic speaker’s behaviour as unambiguously neg-

ative. Many described the ironist as “unpleasant”319 (niemiły) and “not nice” (niefajny). 

Some responses were highly emotionally marked, such as “boor” (cham), or “disgusting, 

yuck” (obleśny, a ble). A few participants noted that the ironic speaker was “mean” (wred-

ny, złośliwy) or “disagreeable” (przykry). One participant explicitly noted the ironicalness 

of the comments, and his responses were slightly more complex, such as “ironically un-

pleasant” (ironicznie niemiła). Interestingly, this boy pointed out the ironicalness quite fre-

quently; however, only one such response – the one quoted above – was given to a stimulus 

that he actually understood, as indexed by correct recognition of both ironic speaker belief 

and intention. To illustrate, another similar response provided by the boy – that the speaker 

was “ironic, wanted to make him [the hearer] sad” (ironiczna, chciała przykrość mu zrobić) 

– was given to a stimulus where the boy incorrectly marked the speaker’s intention as to 

deceive. A small number of respondents recognised the humour function of irony, as evi-

denced by responses such as “funny” (śmieszny), “joked intrusively” (żartował wścibsko), 

or “bad – not nice jokes” (zła – niefajne żarty). Thus, it seems that recognition of the hu-

mour function of irony does not preclude a negative evaluation of the ironist’s behaviour. 

Few respondents judged the ironic attitude as unambiguously positive – as in “nice” (miła) 

or “friendly” (przyjacielska), or neutral, as in “normal” (normalny). 

 
319 All translations are mine, DJP. 
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Bilingual children who performed the task in Polish provided many responses that 

revealed their negative perception of irony, as in “unpleasant” (niemiły), and “not nice” 

(niefajny). Responses demonstrating highly negative evaluations, such as “nasty” (paskud-

ny) were scarce. A few participants noted that the ironic speaker was “mean” (wredny; 

złośliwy). In some cases, the negative assessment was tempered by a quantifier, as in “a bit 

mean” (trochę wredna) or “a bit bad” (trochę zły). Along the same lines, a number of par-

ticipants wrote that the ironist’s behaviour was “so-so” (średni), which indicates a mildly 

negative perception. Some responses demonstrated that participants recognised an element 

of the humour function of irony, but at the same time had some reservations as to the iro-

nist’s comment, as in “not exactly funny” (nie do końca zabawne). Many respondents pro-

vided temperate assessments, such as “neutral” (neutralne) or “normal” (normalny), a more 

popular answer in this category. 

Among bilingual children who performed the task in English, mean, bad, and not 

nice were very popular answers. Three participants described the ironist’s behaviour as 

stupid (including one whose response was stupid mean). The word stupid also appeared in 

responses of participants who failed to understand the ironic comment – there were two 

such instances: stupid mistake, and stupid in a nice way. One respondent wrote that the 

ironic speaker was malicious. A few responses highlight the funny side of irony, which 

may, but does not have to, go hand in hand with a positive evaluation – thus, answers such 

as funny joke and good joke are present alongside such answers as bad joke and mean joke. 

Three answers described the ironist as a liar – these were a normal lie, nice lie, and nice lie 

– funny; in all three cases, however, the children misunderstood the ironic intent as to de-

ceive. Some responses described the ironic speaker as just normal. 

5.8.3.2. Group 2 

This section presents responses provided by the older children – those between 10 and 12 

years of age. A list of all responses given to ironic stimuli in this group is available in Ap-

pendix F, p. 402. 

In the monolingual group, a high number of responses revealed the children’s un-

ambiguously negative perception of the ironist’s behaviour, as in “bad” (zły), “unpleasant” 

(niemiły), or “not nice” (niefajny). Some responses were emotionally marked, demonstrat-
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ing highly negative evaluations – such as “boorish” (chamski). A number of respondents 

pointed to the malicious character of ironic comments, as evidenced by such responses as 

“mean” (złośliwy; wredny) or “terse” (oschły). One participant described the ironist as 

“mean – conceited” (wredny – wymądrzały). A few children described the ironist’s behav-

iour as “honest” (szczery). A number of responses highlighted the humour function of iro-

ny, as in “funny” (zabawny) and “playful” (żartobliwy). Responses demonstrating a posi-

tive perception of irony – such as “nice” (miły) – were scarce. Few participants noted that 

the ironic speaker was just “ironic” (ironiczny). A few respondents – despite having cor-

rectly recognised ironic intent – described the speaker’s behaviour as lying, as evidenced 

by such responses as “deceitful” (kłamliwa) or “lied” (kłamał). Two responses were nu-

anced and reflected the ambiguity inherent in irony; these were “nice/unpleasant” 

(miła/niemiła), and “bad but told the truth” (zły ale powiedział prawdę). 

Many of the responses provided by the bilinguals who performed the task in Polish 

explicitly labelled the ironic utterance as “sarcastic” (sarkastyczny) or “ironic” (ironiczny). 

Many responses were negative, as in “unpleasant” (niemiła) and “mean” (wredny), or very 

negative, as in “boorish” (chamski), “stupid” (głupi), or “terrible” (okropny). One partici-

pant called the ironist “weird” (dziwna). A few respondents described the ironist as “nor-

mal” (normalna). Some respondents pointed out the humorous side of irony, writing that 

the speaker was “funny” (śmieszny). Positive perceptions – such as “nice” (miła) – were 

incidental in this group. 

The bilingual children who performed the task in English provided a number of un-

ambiguously negative responses, such as mean, bad, rude, and malicious; however, no 

highly emotionally valenced negative words were registered in this subgroup. Some re-

sponses explicitly pointed to the phenomenon of sarcasm (sarcasm; sarcastic). A few par-

ticipants described the ironist’s behaviour as just normal. A number of responses in this 

group pointed to the humour function of irony, as was the case with joking and funny. Im-

portantly, participants seemed to be well aware that laughter might be combined with radi-

cally different attitudes, as evidenced by such answers as joking nice and joking mean. 

Alongside these nuanced responses, there was one more that also revealed the participant’s 

awareness of the complex nature of irony. This participant wrote that the ironist’s behav-

iour was rude but it was honest. 
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5.8.3.3. Group 3 

This section presents responses provided by the oldest participants – teenagers between 14 

and 16 years old. A list of all responses given to ironic stimuli in this group is available in 

Appendix G, p. 404. 

The monolinguals in this group provided a number of varied and interesting re-

sponses. Several responses demonstrated a purely negative perception of irony, as in “un-

pleasant” (niemiła) and “mean” (wredna). Some of the pejorative evaluations were ex-

pressed by words showing that participants had a more nuanced concept of ironic attitude – 

as in “harsh” (surowy), “terse” (oschły), “tart” (zgryźliwy), or “cheeky” (bezczelny). A few 

were highly negative, as in “boorish” (chamski), “contemptuous” (pogardliwy), “pooh-

poohing” (naśmiewał się), or “brusque” (opryskliwy) – all four were registered to declara-

tives. One participant wrote that the ironist’s behaviour was “disloyal” (nielojalna), and 

another one – that it was “selfish” (egoistyczny). A few responses touched upon the jocular 

side of irony, as in “funny” (zabawny) and “playful” (żartobliwy). Some of these responses 

– while noting the humour inherent in the ironic comment – also conveyed a degree of neg-

ativity, as in “mocking” (prześmiewcza) and “unkind but playful” (nieuprzejmy ale żarto-

bliwy). A number of respondents just noted the irony, as in “ironic” (ironiczna) and “sar-

castic” (sarkastyczna); others, however, supplemented this with an explicit evaluation, 

which was invariably negative (“boorish – sarcastic!”: chamska – sarkastyczna; “ironic – 

boorish”: ironiczny – chamski). A few responses show that participants did not evaluate the 

ironist’s behaviour negatively, e.g. “ok” (ok) and “fair” (fair). Some responses demonstrate 

that different participants had contrasting perceptions of the ironist. While a number of 

children wrote about the ironist being “insincere” (nieszczery) or “untruthful” 

(nieprawdomówna), others wrote about the ironist being “honest” (szczery). Finally, one 

respondent seemed to have tuned himself in to the ironic convention to such an extent that 

he provided a jocular response himself, writing that the ironist “blurted out some good ad-

vice” (strzelił mu dobrą radę). 

The bilingual teenagers who performed the test in Polish provided many responses 

demonstrating that they recognised the irony in the target comment, as evidenced by such 

answers as “ironic” (ironiczna) and “sarcastic” (sarkastyczna). Some of these responses 

were accompanied by adjectives expressing evaluation, as in “unpleasant – ironic” (niemiła 

– ironiczna) and “mean – sarcastic” (wredny – sarkastyczny). The evaluations here were 
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mostly negative; some, however, pointed out the humorous aspect of irony, as in “unpleas-

ant – playful – ironic” (niemiły – żartobliwy – ironiczny), or “sarcastic – playful” (sar-

kastyczna – żartobliwa). Some responses combined humour with negativity, as in “lol! Un-

pleasant” (hahaha! Niemiły). A few responses, such as “cynical” (cyniczny), “boorish” 

(chamski), and “cruel” (okrutny), revealed intensely negative evaluations. One respondent 

used bad language, and he responded in a highly emotional way, calling the ironist a “dick” 

(kutas). A number of responses revealed complex perceptions of ironic attitude, as in “sar-

castic – mean – unpleasant – honest” (sarkastyczna – wredna – niemiła – szczera), 

“mean/hater/boorish” (wredna/hejter/chamska), and “pointed but was right” (uszczypliwy 

ale miał rację). One respondent wrote that the ironic speaker was “mean – sweet” (wredny 

– kochany), indicating that she was able to tune herself in to the ironic convention. 

A number of perceptions provided by the bilingual teenagers who performed the test 

in English were negative, as evidenced by such responses as bad, mean, and rude. Many 

respondents noted the irony, writing that the speaker was ironic or sarcastic. Also, respons-

es such as funny and joking, which highlighted the funny side of the ironic comment, were 

frequent. Here, some participants demonstrated awareness that ironic laughter may go hand 

in hand with negative sentiments, as in laugh at him, or he was making fun of him. A few 

responses revealing positive evaluations were present, such as kind and nice. Some re-

spondents judged the ironic speaker’s behaviour as normal. One respondent wrote that the 

ironic speaker was cool. A few responses demonstrate that some participants had con-

trasting perceptions of the ironist: while some wrote that the speaker was honest, others 

wrote just the opposite (not honest). No highly emotionally valenced or offensive descrip-

tions were registered among the bilinguals performing the task in English. 

5.8.4. Discussion 

Early research into irony viewed attitude recognition as a separate comprehension step, 

alongside speaker belief and speaker intent recognition (Creusere 1999). Moreover, the 

frequent assumption was that the hearer needed to view the ironic comment as negative – 

otherwise it was claimed that the ironic message was not understood (Andrews et al. 1986). 

Newer studies have brought about the much-needed shift of perspective, whereby – rather 

than being treated as a comprehension measure – attitude recognition became an object of 
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study in its own right (Long and Kreuz 1991; Dews et al. [1995a] 2007; Dews and Winner 

1995; Dews et al. 1996; Harris and Pexman 2003; Pexman et al. 2005). Thus, rather than 

making the a priori assumption that the ironic attitude is, and has to be, invariably and inev-

itably negative, researchers started exploring either what it actually is that language users 

mean when they label an utterance ironic, or, simply, how they evaluate ironic utterances. 

The current study is rooted in this very approach, as it sought to look into children and 

teenagers’ perceptions of irony. 

The findings of the study are in line with prior research demonstrating that children 

tend to view the ironic speaker as mean (Dews et al. 1996; Harris and Pexman 2003; 

Pexman et al. 2005; Nilsen et al. 2011). In the current study, negative perceptions of the 

ironist’s behaviour, some of which were highly emotionally marked, were evident in nu-

merous responses across all age groups, regardless of language status and language of the 

test. Such responses were the most expected ones, as – of irony’s two prototypical func-

tions, to criticise and to be humorous – recognition of the critical function has been found 

to precede recognition of the humour function developmentally (Dews et al. 1996). 

Interesting findings concerning children’s recognition of the humour function of 

irony were obtained in the youngest group. A few 6- to 8-year-olds, both those mono- and 

bilingual, actually did consider the ironist’s behaviour funny, demonstrating that at least 

some children of this age are able to appreciate irony’s function to be humorous. This is 

sooner than reported by Dews et al. (1996), in whose study only children aged between 8 

and 9 were able to rate critical ironic utterances as funny. The current findings also differ 

from those of Harris and Pexman (2003: 156), in whose study “7- to 8-year-old (…) rated 

ironic criticisms as somewhat serious.” Along the same lines, Demorest at al. (1984) and 

Pexman et al. (2005) found that, typically, it is around the age of 9 or 10 that children begin 

to recognise the humour inherent in irony. One reason for the disparate findings might be 

that the current study explored attitude perception qualitatively, with participants providing 

spontaneous answers to an open-ended question. In contrast, the other studies looked into 

children’s perceptions of irony using a quantitative approach and forced-choice paradigms 

where participants were explicitly asked to rate how funny the ironist was. Hence, the ob-

tained findings are difficult to compare. On the other hand, an important point relevant to 

the discussion of the current findings is that the task instructions did not cue participants to 

the concept of humour. Thus, the study findings do point to a dawning awareness of the 

humour function of irony in 6- to 8-year-olds. 
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Moreover, some of the responses provided by the youngest participants in this study 

revealed, if indirectly, that they recognised an element of ambiguity inherent in irony. 

These answers demonstrate the children’s awareness that one may be funny and critical at 

the same time. Previous research, including the studies discussed above, tended to require 

that participants rate ironic utterances on their meanness and humour. The current findings, 

in contrast, demonstrate that even 6- to 8-year-old children may appreciate, and spontane-

ously point to, the highly ambivalent character of irony, which is “inherently two-faced, 

humorous and hurtful, funny and stingy, criticizing and praising at the same time” (Brom-

berek-Dyzman 2015: 219). 

Another interesting finding of the current study is that children as young as between 

six and eight years of age may demonstrate a dawning awareness of the concept of ironici-

ty. The study has found that they may detect an aura of ironicity even if they have not un-

derstood the ironic comment fully. This is interesting, as it indicates that children may go 

through a developmental stage where they clearly recognise that there is something special 

about ironic comments that makes them different from literal ones, but are not yet able to 

assign ironic intention correctly, or cannot appreciate all the pragmatic goals that can be 

achieved with irony. A similar idea of a developing awareness has been pointed out by 

Winner et al. (1988: 61), who write that “[t]here is some evidence that six-year-olds grasp 

what is meant in irony even before they note (or can reproduce) the distinction between 

what is said and what is meant.” 

An interesting, if subtle, point emerges upon looking into the responses of the 

youngest bilingual children performing the task in English. Here, among the different per-

ceptions of the ironic speaker, the label stupid stands out as particularly negative. This 

word appeared in seven responses, but only three were provided to contexts that were cor-

rectly understood: stupid mean, stupid, and stupid. All three were given by three different 

participants, and all seem to be highly negative and emotionally valenced answers. Howev-

er, analysis of the four remaining responses including the word stupid, i.e., those given to 

contexts that were misunderstood, demonstrates that the label does not necessarily have to 

be interpreted as a more negative and emotionally valenced synonym of mean. Interesting-

ly, all four instances were provided by the same participant, a boy who also used the word 

stupid to one instance of irony that was correctly understood. The first of the answers pro-

vided to incorrectly understood stimuli was stupid mistake. Here, analysis of all the answers 

clustered together revealed that the boy took the ironic utterance to be a mistake on the part 
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of the speaker, as he provided an incorrect response to both the speaker belief and the 

speaker intention question.320 An identical situation was the case with the second occur-

rence of the word stupid in a response to a misunderstood stimulus. The third such occur-

rence was stupid in a nice way – here, the boy was found to take the ironic utterance for a 

slip of the tongue, as he provided an incorrect response only to the speaker intention ques-

tion. Finally, the fourth such occurrence was stupid, and here the boy was found to mistake 

the ironic comment for a lie, a clearly negative intention. Thus, in three of the four cases 

discussed, the ironic speaker who was called stupid simply made a mistake. It may be the 

case, then, that the young participants who understood the ironic stimuli and used the word 

stupid to describe the ironist’s behaviour may have been making a critical assessment of the 

speaker’s intellectual prowess rather than pointing out his or her meanness. Indeed, only 

one of the three responses provided to correctly understood stimuli reveals an unequivocal 

perception of meanness, and this is stupid mean. Thus, it may be the case that when an iro-

nist is dubbed stupid, he or she is viewed as the unintelligent rather than the bad guy. This 

may be even more so given the idea of children’s evolving awareness of ironicity, whereby 

they are not yet aware of all the pragmatic functions of irony, as has been proposed above. 

Findings obtained with the older children – those between 10 and 12 years – 

demonstrated that these participants tend to be familiar with the concepts of irony and sar-

casm, as evidenced by a number of responses explicitly pointing out the ironic or sarcastic 

attitude of the speaker. It also seems that children of this age show a more complex under-

standing of ironic attitude, as evidenced by frequent responses juxtaposing contradictory 

evaluations. This kind of developmental progression is in line with research findings 

demonstrating that certain aspects of irony appreciation are in development well into ado-

lescence (Glenwright et al. 2017). 

The findings obtained in the teenage group showed highly ambivalent perceptions 

of irony. Some responses – particularly those provided by participants performing the task 

in Polish – included language that was rather foul, hinting at elevated emotional reactions 

to ironic comments presented in the first language. This is in line with reports of L1 being 

the language in which emotions are both felt and experienced with greater intensity 

(Pavlenko 2006; Dewaele 2010). Apart from responses revealing that participants perceived 

 
320 Section (5.7.2) discusses how the various ways of misunderstanding irony were operationalised in the 

current study. To see how this operationalisation is grounded in the relevant psychopragmatic developmental 

literature, consult section (2.3.6). 
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irony negatively – and rightly so, as the figure is commonly viewed “as an instrument of 

aggression, criticism, and negativity” (Kreuz 2020: 129) – a number of highly complex 

responses demonstrated the teenagers’ nuanced understanding of ironic attitude. The partic-

ipants viewed the ironic speaker as sarcastic and funny, but impolite, or sarcastic and cool 

at the same time. Such responses are very much in line with one of the common uses of the 

term ironic, which – as noted by Kreuz (2020: 65) – relates “to a particular sort of affecta-

tion” such that “it describes a person whose disposition is detached, but also cynical; wry, 

but also scornful; hip, but also flippant.” A complex perception that integrates bipolar eval-

uations, as those evidenced in the teenage group, resembles adult appreciation of ironic 

attitude. 

Interesting findings were obtained with the bilingual older children and teenagers 

performing the task in English. None of these participants – unlike their peers performing 

the task in Polish – provided highly negatively valenced perceptions, as would be evi-

denced by swearwords, or disparaging words. This is in line with “the foreign-language 

effect” (Keysar et al. 2012; Costa et al. 2014), which postulates that “when [a] problem is 

presented in a FL [foreign language] – [this] is likely to elicit a milder emotional reaction” 

(Costa et al. 2014: 237). Nonetheless, the finding does merit further investigation using a 

sound quantitative approach. 

Taken together, the findings obtained on ironic attitude perception indicate that at 

first children tend to assign simple and, typically, univalenced attitudes to the ironic speak-

er. It is only later that they reach a more complex appreciation of the wide, and sometimes 

contradictory, pragmatic goals that can be attained via irony. It also appears to be the case 

that irony as experienced through the lens of one’s first language is perceived as stingier, 

though this finding needs further and more in-depth investigation using a quantitative ap-

proach. 

5.9. General discussion 

The ability to understand irony is a “major milestone in the development of children’s so-

cial cognition” (Aguert et al. 2017: 260). Children do not “acquire th[is] ability (…) over-

night” (Kotthoff 2009: 56). It is to the contrary; complete comprehension of irony is “a 

difficult and protracted process” (Creusere 1999: 216). Research conducted in the monolin-
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gual context has identified three key aspects related to irony comprehension; these are 

recognition of speaker belief, recognition of speaker intention, and appreciation of speaker 

attitude (Creusere 1999). Studies looking into these three aspects in bilingual children are 

scarce, and the current study aimed at filling this gap. It sought to explore whether a bilin-

gual advantage exists for irony comprehension and what kind of attitudes mono- and bilin-

gual children and teenagers ascribe to the ironic speaker. 

Taken together, the obtained findings demonstrate that the ability to understand and 

appreciate ironic meanings does indeed have a prolonged developmental path, as estab-

lished by earlier research (Creusere 1999; Kotthoff 2009). The current study extends these 

findings by adding that this is the case for both mono- and bilingual children. 

The study found no significant differences between the mono- and bilingual partici-

pants on speaker belief recognition, which is believed to be the first step of irony compre-

hension (Pexman and Glenwright 2007; Pexman 2008; Glenwright and Pexman 2010; Nil-

sen et al. 2011; Aguert et al. 2017). Contrary to what was hypothesised, no differences were 

found in the youngest group, in children between 6 and 8 years old. While the ability to 

attribute first-order mental states – a prerequisite to recognising speaker intent – is believed 

to be developed around the age of five (Glenwright and Pexman 2010), the ability to note 

the discrepancy between what an ironic speaker says and believes has been found to begin 

to emerge around the age of six (Ackerman 1983; Andrews et al. 1986; Winner and 

Leekam 1991; de Groot et al. 1995; Dews et al. 1996; Hancock et al. 2000; Nakassis and 

Snedeker 2002; Harris and Pexman 2003; Pexman and Glenwright 2007; Pexman 2008; 

Glenwright and Pexman 2010; Nilsen et al. 2011). The youngest participants of the current 

study were almost at ceiling on speaker belief recognition, which is in line with Wellman et 

al. (2001) and Liddle and Nettle (2006), who found that children’s performance on tasks 

measuring mentalising skills reaches the ceiling level over the age of five. Thus, it could be 

the case that the current task was not sensitive enough to yield a bilingual advantage. Using 

an online task might be an interesting direction, though previous developmental research 

conducted with young participants has used such methods with limited success (Banasik 

2017) – “children do not usually have the reading skills required for reading time studies” 

(Nicholson 2013: 2), and reaction times are not always reliable with very young children 

(Banasik 2017). It might also be the case that a bilingual advantage on ironic speaker belief 

recognition should be looked for in younger participants, such as preschool-aged children, 
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as it is for such participants that “bilingual benefits have been most consistently reported” 

(Antoniou et al. 2020: 188). 

In the current study, in line with what was hypothesised, a bilingual advantage has 

been observed for ironic intent recognition, albeit only in the latest group tested – for teen-

agers aged between 14 and 16 years. This is not surprising, as intent recognition is a task 

far more complex than recognition of speaker belief (Creusere 1999). Research indicates 

that assigning the right intention to the speaker is the key difficulty children encounter 

when comprehending ironic utterances (Filippova and Astington 2008). Thus, the ad-

vantage that was observed in the current study was only registered for the oldest participant 

group, and for all speech act types except directives. These results are in line with prior 

research (Demorest at al. 1984; Glenwright et al. 2017), which has found that certain “as-

pects of irony comprehension are still developing into adolescence” (Pexman et al. 2019: 

2). Hence, it was at later stages of cognitive development that performance differences 

were expected to emerge, and especially so given the processing difficulty associated with 

irony – ample language acquisition research has found it to be the most challenging type of 

nonliteral language (Kotthof 2009). Indeed, it is teenagers and adults that possess “complex 

social-reasoning skills” which, in turn, give them “an advantage (…) in terms of critically 

assessing the message of an ironist” (Filippova 2014: 273). A few important skills come 

into play here, the first being the ability to successfully integrate “situational facts and con-

flicting statements”, and the second – “a proper assessment of (…) mental states” (Filip-

pova 2014: 274). Bilinguals do seem to enjoy an advantage here, as bilingual children have 

been found to outperform monolinguals not only on mentalising, as measured by various 

ToM tasks (Goetz 2003; Farhadian et al. 2010), but also on many other aspects of social 

reasoning, including perspective taking (Yow and Markman 2011a; Yow and Markman 

2011b; Fan et al. 2015), and repairing communication breakdowns (Comeau et al. 2007). 

Other areas of importance that may contribute to a bilingual advantage in ironic in-

tent recognition are “[l]anguage skills and cognitive competencies”, which also help chil-

dren understand ironic language (Filippova 2014: 274). Currently, ample findings are avail-

able pointing to bilinguals’ superior executive functions (Carlson and Meltzoff 2008; 

Bialystok 2015; Javan and Ghonsooly 2018) and linguistic skills, including various areas of 

language awareness (Ricciardelli 1992; Bruck and Genesee 1995; Campbell and Sais 1995; 

Verhoeven 2007; Davidson et al. 2010; Kuo and Anderson 2010). 
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Bilingual children also enjoy an advantage in terms of the richness of their language 

experience: with exposure to two languages, they are likely to have more experience with 

irony, or, at least, to have experienced irony in more varied forms – and “[c]hildren’s expe-

rience with ironic language in their environment plays an (…) important role in the devel-

opment of skills at irony comprehension” (Filippova 2014: 274). 

The fact that the teenage bilinguals outperformed their monolingual peers on all 

speech acts except directives merits in-depth discussion. In the current study, the bilinguals 

were also found to perform significantly worse on directives than they did on commissives, 

expressives, and declaratives. Taken together, these results point to a processing difficulty 

of directives – and it indeed seems to be the case that, as a vehicle for irony, directives pose 

a particular comprehension challenge. Similar findings were reported by Kumon-Nakamura 

et al. (2007), whose participants rated directives as the least ironic of all their experimental 

stimuli. While these rating differences were non-significant, there are many reasons why 

ironic directives are different from other ironic speech acts. 

In brief, directives are defined as “attempts by the speaker to get the hearer to do 

something” (Searle 1975: 355) and, as such, they are entwined with an underlying face 

threat that makes them “a highly assertive and invasive social action” (Kent 2012: 58). To 

say that people highly dislike being imposed on is an understatement, and teenagers have 

particularly negative emotions and experiences related with being directed (Gordon and 

Grant 1997) – especially at home (Kent 2012), where parents’ curb their independence 

(Campbell 2006). Younger children might be less sensitive to this, as there is a cultural 

norm according to which parents “should be able to expect compliance from their children” 

(Kent 2012: 58). For teenagers, however, directives may be entwined with a considerable 

amount of negativity. Negative mood, in turn, has been found to have an adverse impact on 

information processing (Naranowicz et al. 2023). 

Another reason why the processing of ironic directives may pose a greater challenge 

than that of other ironic speech acts is that they do not constitute a prototypical form of 

irony, as has been postulated for assertives (Kumon-Nakamura et al. 2007), but instead 

have the surface form of an order or a request. This might be confusing: rather than taking 

the utterance to be an ironic evaluation, the hearer may take it at face value, mistaking it for 

a direction, or a piece of advice. Thus, to fully comprehend an ironic directive, the hearer 

needs to take an extra step whereby he or she has to reject the surface form of the utterance 

– that is, acknowledge that the speaker is not trying to get them to do something, but ex-
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pressing a certain attitude. Then, as is the case for all irony, the hearer may decode that the 

actual attitude that is conveyed is opposite to what is implied in the literal meaning. 

Another speech act type for which the current study yielded interesting results is ex-

pressives. In the older group of children, where participants were between 10 and 12 years 

old, comprehension scores were significantly higher for expressives than for commissives. 

In the teenage group, in turn, monolinguals scored significantly higher on expressives than 

they did on assertives. Both findings point to the relative processing ease of expressives. 

This idea is in line with Kumon-Nakamura et al. (2007), whose participants rated various 

stimuli on ironicity and it was expressives, and not assertives, deemed to be the prototypi-

cal form of irony, that received the highest irony rating. While the rating differences ob-

tained by Kumon-Nakamura et al. (2007) were not statistically significant, they do merit 

further discussion. It seems to be the case that irony communicated by means of an expres-

sive is easier than irony communicated otherwise, as expressives provide an extra cue to 

irony comprehension than is not available in the case of other speech acts. Assertives, ex-

pressives and declaratives may all be postulated to incorporate one such cue, because their 

form often contains a clear hint as to the presence of an “[i]ncongruity between a positive 

statement and a negative context”, which acts as a cue signalling irony (Nilsen et al. 2011: 

374). Expressives, however, which consist in directly communicating the speaker’s “psy-

chological state (…) about a state of affairs” (Searle 1975: 356), may be postulated to con-

tain an additional clue of this type. As “[i]rony can be signalled by a contrast between the 

valence of what is literally said and the larger context in which the remark is made” 

(Pexman et al. 2019), the overt expression of feelings highly incongruent with the situation 

– a feature characteristic of the expressive – once again highlights the contrast between the 

actual state of affairs and its appraisal, making it highly salient. This, in turn, facilitates 

irony comprehension even more. 

Directives and commissives lack such a cue. Directives constitute “attempts by the 

speaker to get the hearer to do something” (Searle 1975: 355), whereas commissives essen-

tially “commit the speaker to a certain course of action” (Austin 1962: 156). As is the case 

with directives, commissives may also be taken to be what they seem to be on the surface 

level – for instance a promise, or a vow. These two speech types are similar in this respect, 

as both may be postulated to involve an extra processing step whereby the hearer has to 

reject directing the hearer, or making an offer, as the speaker’s viable communicative goal. 
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Commissives, however, do not have the underlying face threat and their processing may 

therefore be less demanding than that of directives. 

The study yielded interesting findings concerning the relationship between chil-

dren’s ability to recognise ironic intent and assign ironic attitude. Here, research conducted 

with monolingual populations yielded disparate findings. Some authors, such as Winner 

and Leekam (1991), postulate that the former skill precedes the latter developmentally. 

Others, on the other hand, such as McDonald and Pearce (1996: 81), report that “attitude is 

not pivotal to the detection of sarcastic inference.” Their findings were obtained with pa-

tients with frontal lobe damage. For such patients, the “[a]bility to process attitude was not 

associated with success at recognizing sarcasm” McDonald and Pearce (1996: 81). In the 

current study, it was found that some participants labelled the speaker’s attitude ironic 

while not being fully able to correctly assign ironic intent. This demonstrates that – contra-

ry to what was assumed by authors conducting early research (Andrews et al. 1986) – intent 

recognition and attitude perception are separable aspects of irony comprehension. A related 

claim has been made about “children’s detection of nonliteral utterances and their interpre-

tation of the speaker’s pragmatic intent” (Hancock et al. 2000: 227), and the current find-

ings add to this picture. 

The obtained findings are also very much in line with Winner et al. (1988: 61), who 

note that “[t]here is some evidence that six-year-olds grasp what is meant in irony even 

before they note (or can reproduce) the distinction between what is said and what is 

meant.” It seems to be the case that, especially for young children, there is not only a stage 

whereby they understand some ironic utterances while not understanding other, but also a 

developmental stage – however short – whereby they understand some ironic utterances 

only to a certain degree. These children may recognise that ironic comments are somehow 

different from other messages that they encounter; they may even be able to correctly label 

irony, but they are not yet fully able to identify the speaker’s pragmatic goal in uttering 

something that is clearly not literally true, but where the intention to lie may also not be the 

right one, as the falsity is all too evident. This idea is in line with the results obtained by 

Demorest et al. (1984), in whose study even adult participants were not always able to cor-

rectly recognise ironic intent. Thus, as postulated by Creusere (1999: 236), “comprehension 

of irony and sarcasm may not be an ‘all-or-nothing’ phenomenon.” 

It seems that the ability to appreciate all the attitudes that can be conveyed via irony 

indeed develops with age (Creusere 1999). In the current study, participants’ perceptions of 
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ironic attitude – regardless of their age – seemed to be in line with “[t]he popular concep-

tion of verbal irony suggest[ing] that it has a bad reputation” (Kreuz 2020: 129), as many of 

them were negative. On the other hand, the responses given by participants – especially the 

older children and teenagers – often revealed that this negativity frequently differed in in-

tensity, and had various dimensions. This is in line with the observation made by Creusere 

(1999: 240), who notes that “that there is a great deal of variability in how listeners per-

ceive the negativity of ironic remarks, even those utterances that are characterized by ex-

perimenters as mean or sarcastic.” In this respect, particularly interesting findings were 

obtained in the teenage group, where – in contrast to what was found for the younger chil-

dren – participants’ perceptions of the ironist’s behaviour were complex and ambivalent, 

often juxtaposing contrasting sentiments. Such responses reveal a highly nuanced, and ra-

ther adult-like, understanding of ironic attitude. 

Very interesting results concerning ironic attitude recognition were obtained in the 

youngest group. Prior research has found that children’s ability to appreciate the humour 

function of irony develops with age, and that children begin to acknowledge that ironic 

utterances are funny when they are around 8 or even 9 years old (Dews et al. 1996). 

Pexman et al. (2005: 286) report that children aged between 7 and 10 years “are only be-

ginning to share adults’ perceptions that ironic remarks are intended to be funnier, and 

more teasing, than literal remarks.” These authors attribute this difficulty to “children’s 

face concerns about personal remarks, difficulties representing conflicting emotions and 

intentions, and their limited knowledge about the communicative payoffs achieved by ver-

bal irony” (Pexman et al. 2005: 286). The current study found, however, that some children 

aged between 6 and 8, spontaneously mention humour as the attitude of the ironist. A few 

explanations are available for this finding. It is possible that a cultural change is taking 

place whereby irony is becoming more and more commonplace – and indeed, “over the 

past 30 years, irony seems to have become a defining feature of Western culture” (Kendall 

2022). On the other hand, it may be the case that Polish culture is dripping with irony – and 

a few recent publications have been pointing in that direction (Banasik-Jemielniak and 

Kałowski 2022: 80). Finally, recent research has been putting emphasis on individual dif-

ferences in irony use (Kałowski et al. 2023); one’s perception of an ironic comment as pre-

dominantly funny may stem from positive experiences with irony. Banasik-Jemielniak et al. 

(2020: 1) found “positive associations between children’s levels of irony comprehension 

and levels of mothers’ irony use.” It has also been found that “[c]hildren who are proficient 
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in understanding irony have parents that declare a more positive attitude towards irony” 

(Banasik-Jemielniak et al. 2020: 9). If one grows up in an environment that finds irony en-

tertaining, one is likely to share such a positive attitude towards ironic teasing. 

In line with what was expected, the current study also yielded preliminary findings 

which may be taken to indicate that irony as experienced in one’s second language is in-

deed less stingy, or – at least – that bilinguals describe the ironist using less emotionally 

charged words in L2 when they have been exposed to ironic language in their second lan-

guage. This is in agreement with “the foreign-language effect” (Keysar et al. 2012; Costa et 

al. 2014), whereby individuals operating in their second language are believed to experi-

ence a “subjective impression of relative affective detachment” (Jończyk et al. 2019: 895). 

The most negative attitudes that were registered in the current study – with responses con-

taining swearwords or words hinting at truly despicable intentions – were indeed provided 

in Polish. No such words were provided by the older bilingual children and teenagers per-

forming the task in English. The younger bilingual children performing the task in English 

provided three responses containing the word stupid, which may be considered an emotion-

ally valenced one; however, as has been discussed in section (5.8.4), the adjective may re-

flect a critical evaluation of the speaker’s intelligence rather than point to him or her being 

perceived as exceptionally mean. Taken together, the obtained findings on speaker attitude 

appreciation in L1 and L2 provide support for the “the foreign-language effect”, at least in 

the older age groups. However, an alternative explanation of the obtained findings exists 

whereby the lack of highly emotionally valenced words could reflect participants’ reduced 

vocabulary span in the second language. On the other hand, it has been postulated that 

“[p]eople learning a new language often learn its swearwords first" (Wilson 2005); and 

indeed, even the youngest bilinguals in the study were proficient enough to provide a high-

ly negative word, such as stupid. Thus, the issue of children’s perceptions of ironic attitude 

as modulated by language of exposure and language of the task does merit further investi-

gation using a carefully designed quantitative method. 

5.10. Limitations of the study 

As is the case with all empirical research, the current study is not free from potential limita-

tions. One of these is that in the three bilingual groups, for speaker belief and intent recog-
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nition, participants’ responses given in English and Polish were analysed together. In order 

to assess the impact of this on the interpretation of the obtained findings, two post-hoc tests 

were conducted for each of the three age groups – one comparing their performance on 

speaker belief, and another comparing their performance on speaker intention recognition. 

As the data were not normally distributed, the Mann-Whitney U test was selected in order 

to test for the possible differences (Sani and Todman 2006). 

In the younger children group, a Mann-Whitney U test indicated that speaker belief 

recognition scores of the bilingual participants performing the task in Polish (Mdn = 19) 

and those performing the task in English (Mdn = 19) were not statistically significantly 

different, U = 99, z = -1.625, p = .104 . Also, speaker intent recognition scores of the partic-

ipants performing the task in Polish (Mdn = 11) and those performing the task in English 

(Mdn = 11) were not statistically significantly different, U = 135, z = -.328, p = .743. Thus, 

the post-hoc tests conducted in this group found that the bilingual participants performing 

the task in English were not at a disadvantage for speaker belief and speaker intent recogni-

tion. Hence, it can be concluded that the scores of participants performing the task in Eng-

lish did not lower overall bilingual scores in this age group. 

In the older children group, a Mann-Whitney U test indicated that speaker belief 

recognition scores of the bilingual participants performing the task in Polish (Mdn = 20) 

and those performing the task in English (Mdn = 19) were not statistically significantly 

different, U = 87, z = -.158, p = .874. Also, speaker intent recognition scores of the partici-

pants performing the task in Polish (Mdn = 12) and those performing the task in English 

(Mdn = 14.5) were not statistically significantly different, U = 75, z = -.734, p = .453. Thus, 

the post-hoc tests conducted in this group found that the bilingual participants performing 

the task in English were not at a disadvantage for speaker belief and speaker intent recogni-

tion. It can therefore be concluded that the scores of participants performing the task in 

English did not lower overall bilingual scores in this age group. 

In the teenage group, a Mann-Whitney U test indicated that speaker belief recogni-

tion score was greater for the teenagers performing the task in Polish (Mdn = 20) than those 

performing the task in English (Mdn = 19), U = 221, z = -2.934, p < 01. Also, speaker in-

tent recognition score was greater for the teenagers performing the task in Polish 

(Mdn = 17.5) than those performing the task in English (Mdn = 14), U = 230.500, z = -

2.501, p < .05. Thus, the post-hoc tests conducted in this group found that the bilingual par-

ticipants performing the task in English were at a disadvantage for both speaker belief and 
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speaker intent recognition. Delving deeper into the issue of English proficiency of the par-

ticipants belonging to this group, the frequency of their contact with the English language, 

as reported by them in the “English and you” questionnaire was almost identical. All the 

bilingual participants in the teenage group reported that they had contact with the language 

on a daily basis with the exception of three participants who performed the task in Polish – 

these individuals reported that they had contact with the English language every other day. 

Nonetheless, what the performance difference means for the interpretation of the findings 

obtained in the study is that, in the teenage group, speaker belief and speaker intent scores 

of participants performing the task in English might have lowered overall bilingual scores. 

This, in turn, may have weakened the bilingual advantage observed in this age group. Thus, 

the current findings might have underestimated the extent of the bilingual advantage as 

obtained for recognition of ironic intention. 

One more potential limitation that needs to be addressed is that the current study did 

not control for participants’ socioeconomic status (SES). It may have been the case that the 

bilinguals enjoyed a higher SES than did their monolingual peers. Although “it is rarely 

possible to equate bilingual children and monolingual children on all variables aside from 

the number of languages they speak” (Carlson and Meltzoff 2008: 285), inclusion of SES 

measures would have benefited the generalisability of the obtained findings, as it is a varia-

ble that may affect children’s performance on various tasks (e.g. Mezzacappa 2004). It 

needs to be noted, though, that the concept of SES is multi-dimensional, and many of its 

commonly used operationalisations are problematic, and would also be so in the context of 

the current study. To illustrate, Siegal et al. (2009), in their research on bilingualism and 

conversational understanding, thus report general information on participants’ SES: “[a]ll 

children (…) attended preschools in working class areas, and were from working class 

backgrounds in which few parents had any education beyond high school” (Siegal et al. 

2009: 116). In the context of Poznań, which is where the current study was conducted, it is 

difficult to speak of such a phenomenon as a working-class area; moreover, children attend-

ing bilingual classes often commute to school. Further, the concept of a working-class 

background is also slowly becoming obsolete, as Polish society is becoming more and more 

diverse, and its educational level is constantly increasing (GUS 2021). As regards parents’ 

education level, this does not always go hand-in-hand with affluence. Banasik (2017), who 

studied social reasoning in children, employed maternal education level as a SES measure. 

However, there are families in which mothers are the better educated parent. 



 311 

In a recent work into the very phenomenon of SES, Antonoplis (2023: 275) postu-

lates that, in spite of the concept’s significance, “how to appropriately conceive of and 

measure it remains unsettled.” The author points out that “psychologists rarely define SES 

theoretically (…) but call a great number of operationalizations measures” – the author 

quotes the number to be 147 (Antonoplis 2023: 275). He further notes that “current recom-

mendations for studying SES permit contradictory predictions, rendering the recommenda-

tions unsatisfactory” (Antonoplis 2023: 275). Thus, the choice of the most appropriate SES 

measure is a complex and challenging task that would require thorough research, and 

would not be free from limitations. 

In the context of studies into bilingual advantage, the issue of SES becomes even 

more complex. The role of the concept “in producing a bilingual advantage has been stud-

ied in relation to EF [executive function] performance and is complicated by language sta-

tus and the degree to which bilingual language proficiency is balanced” (Siegal 2009: 121). 

Thus, the contribution of SES to bilingual advantage can by no means are perceived as a 

unidimensional problem. 

Taking all of the above into account, the findings obtained in the current study need 

to be interpreted with a certain degree of caution. Clearly, further developmental research is 

much needed in the area of bilingual children’s understanding of irony. 

5.11. Suggestions for further research 

The current study has provided interesting and novel insights into our knowledge of mono- 

and bilingual children’s comprehension of various types of ironic utterances. The obtained 

findings may be considered a window into future research that would further expand our 

understanding of the relevant aspects of this process. 

One area that merits more in-depth investigation is mono- and bilingual children’s 

understanding of various forms of irony. Here, a similar approach is recommended as the 

one employed in the current research – namely integrating the idea of Wilson (2017), who 

emphasised the need for scientific rigour in stimuli creation, with that of Kumon-Nakamura 

et al. (2007), who focussed on the need for more varied ironic stimuli. Using Searle’s 

(1969) speech acts and replicating the current findings, especially those concerning the 

comprehension ease of expressives and the difficulty of directives, would be an interesting 
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research goal. Looking into these problems – also with younger participants – seems a 

promising research avenue. 

Another issue that merits further investigation in the area of the various irony types 

is speaker belief recognition. A bilingual advantage on speaker belief recognition, a task 

that – in essence – taps ToM skills (Creusere 1999), might be found in pre-schoolers, who 

have previously been found to outperform their monolingual peers on ToM (Goetz 2003; 

Farhadian et al. 2010). Looking into mono- and bilingual pre-schoolers’ performance on 

speaker belief recognition using the different speech act types as ironic stimuli is a research 

topic that has, as yet, not been empirically addressed and which could expand our under-

standing of how children comprehend the different forms irony. 

Another interesting idea would be to look for differences in mono- and bilingual 

children and teenagers’ understanding of the different ironic speech acts using an online, on 

top of an offline, task. This would make it possible to tap subtle processing differences 

which cannot be registered using investigator-administered, or self-administered question-

naires. While online methods may not be fully viable with very young children, as was the 

case with the study by Banasik (2017), children as old as between 10 and 12 years may be 

considered “old and competent enough (…) to perform unaided a computerised task record-

ing RTs” (Antoniou et al. 2020: 189). 

Yet another fascinating and promising research direction is mono- and bilingual 

children’s appreciation of ironic speaker attitude. Here, two major areas may be outlined. 

Firstly, one may look for speaker attitude perception differences between mono- and bilin-

gual individuals. Secondly, one may explore “the foreign-language effect” (Keysar et al. 

2012; Costa et al. 2014). The current study found that the bilinguals assessing ironic speak-

er’s attitude in their non-native language did not provide highly negative emotionally va-

lenced responses, which stood in contrast to their peers performing the task in L1. Future 

research could address this problem using a sound quantitative approach. Thus, the current 

finding, which was obtained using an exploratory qualitative approach, could be verified. 

Finally, one more area should be given more consideration in future developmental 

explorations of irony undertaken in the bilingual context: the impact that the various layers 

of culture – national, social, and domestic – have on irony use and understanding. A similar 

idea has recently been explored by Banasik-Jemielniak and Kałowski (2022: 80), who 

rightly highlight “the need to incorporate the cross-cultural perspective in psycholinguistic 

irony research.” It may be the case that some countries, societies, and even households are 
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more ironic than others, and children raised within these may be more apt at understanding 

irony. To illustrate, Banasik-Jemielniak et al. (2020) recently reported a positive correlation 

between mothers’ use of irony and children’s comprehension of irony. These problems do 

merit more in-depth investigation. Here, an interdisciplinary approach is recommended 

whereby corpus linguistics research findings would inform psychopragmatic developmental 

research on irony, especially in terms of naturalistic stimuli creation. In line with Filip-

pova’s (2014: 274) claim, “an array of existing language corpora should be examined for 

spontaneous production of irony in diverse linguistic settings.” Such studies should be con-

ducted cross-linguistically, so that their findings could inform bilingualism research. 

Indeed, a number of fascinating questions are yet to be answered in the realm of 

irony research. 

5.12. Concluding remarks 

Putting together all the results and findings obtained – those concerning recognition of iron-

ic speaker belief and intention, as well as those concerning appreciation of ironic speaker 

attitude – the study has found evidence for the existence of a bilingual advantage for irony 

comprehension. Such an advantage has only been observed for intent recognition, and for 

all speech act types except declaratives. Importantly, it has been found to emerge at a late 

stage of individuals’ cognitive development – namely, in their teens. It indeed appears to be 

the case that, in general, children – be it mono- or bilingual – “first begin to understand 

ironic sarcasm at a very primitive level and only gradually come to appreciate it in all its 

glory” (Capelli et al. 1990: 1824). 
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Conclusion 

The current study aimed at shedding light on a rather unexplored area of how mono- and 

bilingual children and teenagers understand different forms of irony. Here, relevant litera-

ture has identified three areas as key for studying irony: speaker belief recognition, speaker 

intent recognition, and speaker attitude appreciation (Creusere 1999; Harris and Pexman 

2003; Pexman et al. 2005; Glenwright and Pexman 2010; Pexman et al. 2019). The primary 

goal of the current research was to compare mono- and bilingual children and teenagers’ 

performances on a task tapping ironic speaker belief and intent recognition. As the study 

employed stimuli representing Searle’s (1969) five speech act types, it was possible to 

check whether comprehension accuracy varied by irony type. The second goal of the study 

was to explore participants’ perceptions of the attitude of the ironic speaker. Here, within 

each age group, responses were divided into those provided by monolinguals, those provid-

ed by bilinguals performing the task in their native language, and those provided by bilin-

guals performing the task in their non-native language. 

The study found no differences between the mono- and bilingual participants be-

longing to any of the three age groups on speaker belief recognition, an important early 

stage of children’s progressing ability to comprehend ironic utterances (Pexman and Glen-

wright 2007; Pexman 2008; Glenwright and Pexman 2010; Nilsen et al. 2011; Aguert et al. 

2017). The null results are in line with findings concerning the developmental trajectory of 

mentalising skills (Wellman et al. 2001; Liddle and Nettle 2006). 

A bilingual advantage was observed for what is considered to be the most difficult 

aspect of irony comprehension (Filippova and Astington 2008) – that is, speaker intent 

recognition. The advantage was obtained in the teenage group for all speech act types ex-

cept directives. The finding demonstrates that the bilingual advantage for irony comprehen-
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sion emerges at a late stage of cognitive development – a situation postulated to be the case 

“only when using very demanding tasks” (Antoniou et al. 2020: 188). Thus, the finding 

further testifies to irony comprehension being a challenging task which taps late developing 

skills. Finally, the finding shows that ironic meanings as expressed by various speech acts 

differ in terms of difficulty. Specifically, the study has found expressives to be relatively 

easy, and directives to be cognitively taxing. 

The study yielded interesting results concerning speaker attitude appreciation. 

While many children and teenagers highlighted the critical function of irony, some of the 

youngest participants not only pointed to the humour function, but also noted the ambiguity 

inherent in irony. One of the youngest participants, moreover, exhibited a dawning aware-

ness of the concept of ironicity. Thus, the findings indicate that, at least for some children, 

recognition of the complex nature of irony and appreciation of its humour function may 

emerge earlier than indicated by prior research findings (Demorest et al. 1984; Dews et al. 

1996; Pexman et al. 2005). 

Finally, the study demonstrated lack of highly emotionally valenced perceptions of 

ironic speaker’s attitude among the older children and teenagers who performed the task in 

their second language – a finding consistent with “the foreign-language effect” (Keysar et 

al. 2012; Costa et al. 2014). It indeed seems to be the case that, when evaluating the iro-

nist’s attitude in L2, bilinguals are somewhat emotionally detached from the negative affec-

tive content of critical irony presented to them in their non-native language. 

Taken together, the findings make a valid contribution to our understanding of how 

mono- and bilingual children and teenagers make sense of different types of ironic mean-

ings. Nevertheless, more research is needed which would shed more light on how, when, 

and to what extent bilingualism and irony type affect recognition of ironic speaker belief, 

intent and attitude. 
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Abstract 

The focus of the project is irony comprehension in mono- and bilingual children. Prior re-

search has identified three key aspects of understanding irony: speaker belief, speaker in-

tent, and speaker attitude recognition. While these problems have been investigated in the 

monolingual setting, they have not received due attention in the bilingual context. The topic 

does merit attention, as ample findings are available pointing to bilinguals’ superior lan-

guage awareness, executive function, mentalising and perspective taking skills, as well as 

the ability to mitigate communication breakdowns. It is hypothesised that bilinguals may 

enjoy a similar advantage for irony comprehension. 

The study investigates the three aspects of irony comprehension in Polish monolin-

guals and Polish-English bilinguals belonging to three age groups: younger children (aged 

6-8), older children (10-12 years of age), and teenagers (ages 14-16). Ironies expressed by 

five types of speech acts – assertives, directives, commissives, expressives, and declaratives 

– were employed in the study. 

The results showed no difference between the mono- and bilinguals when it comes 

to speaker belief recognition. However, a significant difference was obtained for speaker 

intent recognition. Bilingual teenagers decoded ironic speaker intent significantly better 

than their monolingual peers in ironic comments expressed by assertive, commissive, ex-

pressive, and declarative speech acts. Thus, a bilingual advantage for irony comprehension 

has been found to emerge at a late stage of cognitive development. 

Qualitative analysis demonstrated that young children’s recognition of irony and 

their ability to appreciate the humour function of irony may emerge as early as at between 

six and eight years of age. The findings obtained for the older children and teenage bilin-

gual groups, in turn, point to a lack of highly emotionally-valenced negative perceptions of 
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irony – a finding in line with the “foreign-language effect”, according to which bilinguals 

experience a sense of detachment from the affective content presented in their sec-

ond/foreign language (L2).  

Taken together, the current findings are an important first step in expanding our 

knowledge of how mono- and bilingual children make sense of ironic content. They also 

point to the existence of a bilingual advantage for irony comprehension. 
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Streszczenie 

Projekt skupia się wokół rozumienia ironii przez dzieci jednojęzyczne i dwujęzyczne. 

Wcześniejsze badania wyodrębniły trzy kluczowe aspekty rozumienia ironii: rozpoznanie 

przekonania, intencji, oraz nastawienia osoby mówiącej. Choć aspekty te były badane w 

kontekście jednojęzycznym, nie poświęcono im należytej uwagi w badaniach przeprowa-

dzanych z uczestnikami dwujęzycznymi. Opisane w pracy zagadnienia wydają się być 

obiecującym tematem badawczym w świetle naukowych doniesień, iż osoby dwujęzyczne 

mają przewagę nad jednojęzycznymi na płaszczyźnie świadomości językowej, funkcji wy-

konawczych, teorii umysłu, rozumieniu cudzej perspektywy, czy radzeniu sobie z proble-

mami komunikacyjnymi. Niewykluczone, że podobna przewaga może dotyczyć również 

umiejętności rozumienia ironii. 

Przeprowadzone badanie skupia się na trzech aspektach rozumienia ironii u pol-

skich dzieci jednojęzycznych i polsko-angielskich dzieci dwujęzycznych należących do 

trzech grup wiekowych: młodsze dzieci (6-8 lat), starsze dzieci (10-12 lat) i nastolatki (14-

16 lat). W badaniu wykorzystano wypowiedzi ironiczne wyrażone za pomocą pięciu rodza-

jów aktów mowy: asercji, aktów dyrektywnych, komisywnych, ekspresywnych i deklara-

tywnych. 

Analizy statystyczne nie wykazały różnic między dziećmi jedno- i dwujęzycznymi 

na poziomie rozpoznania przekonań osoby mówiącej. Odnotowano natomiast statystycznie 

istotne różnice w rozpoznawaniu intencji mówiącego. Dwujęzyczne nastolatki odczytały 

ironiczną intencję lepiej niż ich jednojęzyczni rówieśnicy w ironicznych komentarzach ma-

jących postać asercji, aktów komisywnych, ekspresywnych i deklaratywnych. Badanie wy-

kazało zatem, że w przypadku rozumienia ironii przewaga osób dwujęzycznych pojawia się 

na późnym etapie rozwoju poznawczego. 
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Analizy jakościowe wykazały, że u młodszych dzieci umiejętność rozpoznania iro-

nii i jej humorystycznego charakteru może pojawić się już między szóstym a ósmym ro-

kiem życia. Z kolei wyniki uzyskane w grupie starszych dzieci i nastolatków wykazały 

brak silnie nacechowanych emocjonalnie negatywnych percepcji ironii, co jest zgodne z 

„efektem języka obcego” – doświadczanym przez osoby dwujęzyczne poczuciem oderwa-

nia od treści afektywnych prezentowanych w drugim lub obcym języku. 

Podsumowując, badanie stanowi istotny pierwszy krok przybliżający nam zrozu-

mienie tego, w jaki sposób jedno- i dwujęzyczne dzieci dekodują ironiczne treści. Uzyska-

ne wyniki wskazują, że w przypadku rozumienia ironii możemy mówić o przewadze osób 

dwujęzycznych. 
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Appendix A: The Sarcastic Irony Battery – Polish version 
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Appendix B: The Sarcastic Irony Battery – English version 
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Appendix C: The “English and You” Questionnaire 
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Appendix D: Drawings illustrating the scenarios 
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Appendix E: Responses to speaker attitude question: Group 1 

(younger children) 

Group 1: younger children 

monolinguals bilinguals (Polish) bilinguals (English) 

bardziej niemiła 

brzydki 

cham 

chyba fajny 

fajna 

fajny 

ironiczna, chciała przykrość mu  

  zrobić 

ironicznie – chciał mu zrobić  

  przykrość 

ironicznie niemiła 

ironicznie niemiłe 

ironicznie niemiły 

ironicznie normalna 

ironicznie zła 

miła 

miły 

nie bardzo 

niedobra 

niedobry 

niefajna 

niefajnie 

niefajny 

niegrzeczny 

niemiła 

niemiłe 

niemiły 

nienormalna 

nienormalny 

niezbyt miły 

normalna 

normalne 

normalny 

obleśny a ble 

paskudny 

przyjacielska 

przykry 

fajna 

fajny 

miła 

miłe 

miły 

neutralne 

nie do końca fajne 

nie do końca zabawna 

niedobra 

niedobry 

niefajna 

niefajne 

niefajny 

niemiła 

niemiłe 

niemiły 

nieprzyjemny 

nieśmieszne 

niezbyt miłe 

normalna 

normalne 

normalny 

paskudny 

średni 

średnia 

trochę fajny 

trochę fajny – normalny 

trochę miła i trochę niemiła 

trochę miłe 

trochę niemiła 

trochę niemiły 

trochę normalna 

trochę wredna 

trochę wredny 

trochę zła 

trochę zły 

wredna 

a normal lie (a liar) 

bad 

bad joke 

bad mistake 

funny 

funny joke 

good 

good joke 

malicious 

mean 

mean joke 

neutral 

nice 

nice joke 

nice lie 

nice lie – funny 

niemiła 

normal 

not funny 

not good 

not nice 

not normal 

not ok 

not very good 

not very nice 

stupid 

stupid in a nice way 

stupid mean 

stupid mistake 
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śmieszna 

śmieszny 

taki normalny 

trochę dobry 

trochę jakby niedobry 

troszkę wredna 

wredna 

wredne 

wredny 

wścibska 

wścibska – ignorowała ją 

wścibski 

wścibsko 

zła 

zła – niefajne żarty 

złe 

złośliwy 

zły 

żartował wścibsko 

wredne 

wredny 

zła 

złośliwa 

złośliwy 

zły 
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Appendix F: Responses to speaker attitude question: Group 2 

(older children) 

Group 2: older children 

monolinguals bilinguals (Polish) bilinguals (English) 

bardzo niemiła 

bardzo zły 

był dobrym kolegą 

chamska 

chamski 

dobry 

ironiczna 

ironicznie złośliwy 

kłamał 

kłamała 

kłamczuchem 

kłamliwa 

kłamliwy 

kłamstwo 

koleżeński 

miła 

miła i dobra 

miła/niemiła 

miły 

miły/niemiły 

nie była uważna 

nie kłamał 

niedobra 

niefajna 

niefajny 

niekoleżeńska 

niemiła 

niemiły 

niemiły/miły 

nienormalny 

niesympatyczny 

niezbyt miła 

nieznośna 

normalna 

normalny 

okłamał 

okłamała 

chamska 

chamski 

dobra 

dobry 

dobrze 

dziwna 

głupi 

głupia 

ironiczna 

ironiczne 

ironiczny 

kłamała 

kłamca 

kłamczuch 

kłamczucha 

kłamliwy 

mądra 

miła 

miły 

niedobra 

niedobry 

niefajna 

niegrzeczny 

niekulturalna 

niemiła 

niemiłe 

niemiły 

niemiły-wstrętny 

normalna 

normalne 

normalny 

normalny-trochę niemiły 

ok 

okropny 

sarkastyczna 

sarkastyczny 

szczera 

bad 

friendly 

funny 

good 

honest 

joking 

joking and laughing from him 

joking mean 

joking nice 

laughing from her 

laughing from him 

malicious 

mean 

mean-honest 

mean-sarcastic 

nice 

normal 

not bad 

not friendly 

not nice 

not nice-sarcastic 

rude 

rude-sarcastic 

rude but it was honest 

sarcasm 

sarcastic 

sarcasticly 

stupid 

very good 

very nice 

wredna 

wrong 
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okropny 

oschła 

pomocna 

prawda 

szczera 

szczery 

śmieszny 

wredna 

wredna i niemiła 

wredny 

wredny-wymądrzały 

wścibski 

zabawna 

zabawny 

zła 

złośliwa 

złośliwy 

zły 

zły ale powiedział prawdę 

zły i chamski 

zły zły 

żartobliwa 

żartobliwy 

szczery 

szczery i niemiły 

śmieszna 

śmieszny 

troskliwa 

wredna 

wredny 

wścibski 

zła, niedobra 

złośliwa 

złośliwy 

zły 

żartownisiem 
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Appendix G: Responses to speaker attitude question: Group 3 

(teenagers) 

Group 3: teenagers 

monolinguals bilinguals (Polish) bilinguals (English) 

bezczelna 

bezczelny 

bezpośredni 

bratem 

był człowiekiem 

był debilem 

był dla niego wilkiem 

był dla niego za głupi 

była dla niego poje... 

chamska 

chamska-niemiła 

chamska-sarkastyczna 

chamska-sarkastyczna! 

chamska-szczera 

chamski 

chamski-niemiły 

chamski-sarkastyczny 

chamstwo 

chciała też dobrze tańczyć 

chwalipięta 

cthulu 

dobry 

dokuczliwa 

dokuczliwy 

egoistyczny 

fair 

fajny 

głupi 

ironia 

ironiczna 

ironiczna-złośliwa 

ironiczne 

ironiczny 

ironiczny-chamski 

ironiczny-złośliwy 

ironiczny-pogardliwy 

ironizująca 

bezpośrednia 

chamska 

chamska i niemiła 

chamski 

cyniczna 

cyniczna-niemiła 

cyniczny 

grzeczna 

hahaha! Niemiły 

humorystyczny 

ironia 

ironiczna 

ironiczna-krytyczna 

ironiczna-niemiła 

ironiczna-prześmiewcza 

ironiczny 

ironiczny, prześmiewczy 

ironiczny-niemiły 

ironizująca 

ironizujący-złośliwy 

karcący 

kochany 

krytyczna 

krytyczna-niemiła 

krytyczny 

kutas 

kutasem 

miła 

miły 

negatywnie nastawiona 

nie wiem 

niemiła 

niemiła-ironiczna 

niemiła-sarkastyczna 

niemiły 

niemiły (bardzo) 

niemiły ale słuszny 

angry 

bad 

badly 

casually 

cool 

friendly 

fun 

fun at him 

fun/laugh at him 

funny 

funny-a bit unkind 

funny-ironic-impolite 

good 

happy-nice 

he made fun of him 

he was making fun of her 

he was making fun of him 

honest 

honestly 

humorious 

impatient 

impolite 

impolite-ironic-funny 

inpolitely 

ironic 

ironical 

ironic-funny-a bit unkind-honest 

ironic-funny-impolite 

ironic-rude 

ironic-sarcastic 

ironic-sarcastic-rude 

ironic-unpolite 

joking 

kind 

kindless 

Krzysiek tried to be funny 

laugh 
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ironizujący 

jaja sobie z niego robiła 

kłamał 

kłamiący 

kłamliwa 

kłamliwy 

kłamstwo 

kochany 

komiczny 

milusi 

miła 

miłe 

miły 

miły-koleżeński 

mówiła prawdę 

mówiła sarkazmem 

naśmiewał się 

nie fair 

nie wiadomo 

nie wiem 

nie wiem :) 

nieco opryskliwa 

niedelikatna 

nieelegancki 

niegrzeczna 

niegrzeczny 

niekoleżeńska 

niekoleżeński 

niekulturalna 

nielojalna 

nielojalny 

niemiła 

niemiła-chamska 

niemiła-sarkastyczna 

niemiły 

niemiły-chamski 

niemiły-sarkastyczny 

nieprawdomówna 

nieprzyjazny 

niesympatyczna 

niesympatyczny 

nieszczera 

nieszczery 

nietaktowny 

nietolerancyjna 

nietolerancyjny 

nieuprzejma 

nieuprzejmy 

nieuprzejmy ale żartobliwy 

nieuprzejmy-sarkastyczny 

niewyrozumiały 

niezbyt miła 

nijaki 

normalna 

normalnie 

normalny 

ok 

okropny 

niemiły-chamski 

niemiły-chamski-ironiczny 

niemiły-ironiczny 

niemiły-żartobliwy-ironiczny 

niesprawiedliwa 

nieszczery 

nieuprzejma 

nieuprzejmy 

normalny 

odpowiednia 

okrutny 

pełna podziwu 

podziwiający (głupi) 

prześmiewcza 

prześmiewczy 

prześmiewczy-cyniczny 

przyjacielski 

sarkastyczna 

sarkastyczna-wredna-niemiła- 

  szczera 

sarkastyczna-żartobliwa 

sarkastyczny 

sarkastyczny-ironiczny 

sarkastyczny-niemiły 

szczera 

szczery 

szczery i niemiły 

szczery/hejter 

szczery-sarkastyczny 

uszczypliwa 

uszczypliwy 

uszczypliwy ale miał rację 

wredna 

wredna/hejter/chamska 

wredny 

wredny jak wszyscy 

wredny jak wszyscy tutaj 

wredny-kochany 

wredny-sarkastyczny 

zabawny 

zazdrosna 

zazdrosny 

zła 

złośliwa 

złośliwy 

żartobliwy 

żartował 

żartowała 

laugh at her 

laugh at him 

laughing at him 

making fun of her 

making fun of him 

mean 

mean-sarcastically 

naughty 

nice 

normal 

normally 

not honest 

not kind  

not nice 

not polite 

not seriously 

polite 

proud of his friend 

rude 

sarcastic 

sarcastically 

sarcastically-cool 

sarcastically-ignorant 

sarcastically-mean 

sarcastically-not mean 

sarcastically-uncool 

sarcastic-funny-impolite 

sarcastic-impolite 

sarcastic-rude 

screaming out of his 

serious 

seriously 

super 

szczera 

szczery 

truly 

uncool 

unfirendly 

unfriendly 

unkind 

unpleasant 

unpolite 

unpolitely 
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opryskliwy 

opryskliwy-ironiczny 

opryskliwy-niemiły 

pocieszny 

podziwiająca 

pogardliwa 

pogardliwy-ironiczny 

pomocna 

poważna 

prawdomówna 

prawdomówny 

prześmiewcza 

prześmiewczy 

prześmiewna 

prześmiewny 

przyjacielska 

przystojna-piękna 

samolubny 

sarkastyczna 

sarkastyczna-niemiła 

sarkastyczna-wredna 

sarkastyczny 

sarkastyczny-chamski 

sarkastyczny-śmiał się z niego 

sarkastycznym 

sarkazm 

sexi 

stanowcza-niemiła 

strzelił mu dobrą radę 

szczera 

szczery 

szczery-chamski 

szyderczy 

śmieszny 

tak 

trochę nieuprzejma-ironiczna 

trochę wredna 

trochę złośliwy i zabawny 

uprzejma 

uprzejmy 

uszczypliwa 

uszczypliwy 

wkurzający 

wredna 

wredny 

wstrętna 

wyrozumiała 

wyśmiewał się 

zabawna 

zabawny 

zabawny-złośliwy 

zajebisty 

zgryźliwa 

zgryźliwy 

zła 

złośliwa 

złośliwa i szczera 

złośliwość 
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złośliwy 

złośliwy-normalny 

złośliwy-zabawny 

zły 

żałosny 

żartobliwa 

żartobliwy 

żartował 

życzliwa 

 

 


